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RELI ABI LI TY OF
PUBLI C SERVI CE COVPANY OF COLORADO S
ELECTRI C DI STRI BUTI ON SYSTEM

| NI TI AL REPORT TO THE COLORADO PUBLI C UTI LI TlI ES
COW SSI ON

By the Staff of the Colorado Public Uilities Conmm ssion and
O fice of Consumer Counsel

Executive Summary

Public Service Conpany of Colorado’s! (PSCo’s or the Conpany’s)
custoners have experienced increasingly frustrating electricity
service outages over the past two years. Wiile nuch of the
focus on outages has been concentrated during the summer peak
when the seasonal air conditioning |load is greatest, custoners’
frustration is not solely directed at peak-period outages. As
shown by the increasing nunber of conplaints to the Conmi ssion
t hroughout the year, custoners’ frustration with the Conpany’s
service is increasing. This report responds to these customer
concerns.

On August 27, 2003 Public Uilities Conmssion (PUC or
Comm ssion) Director Bruce N Smth and Ofice of Consuner
Counsel (OCC) Director Ken V. Reif initiated a joint agency
inquiry concerning the performance of PSCo’'s distribution
system

The letter from Directors Smth and Reif initiating the inquiry
and seeking the Conpany’s cooperation was directed to M. Fred
Stoffel, Vice-President of Policy Devel opnent, for Xcel Energy,
Inc., which is the holding corporation for PSCo.? (Attachnent 1)
The letter conmtted that an inquiry would be conpleted and a
report would be submitted to the Conmi ssion providing
recommendations for additional action as necessary. This report
to the Conmm ssion provides a summary of the joint inquiry and
recommends addi ti onal actions for t he Comm ssion’ s
consi derati on.

1 Wi le custonmers may know Conpany as Xcel Energy, Inc., the Conpany is
regul ated as Public Service Conmpany of Col orado.
2 This letter is provided as Attachnent 1.



In particular, Staff and the OCC exam ned the foll ow ng issues:

|. The high rate of failure of distribution transforners and
whet her PSCo is taking adequate nmeasures to address the
probl em

1. Whether the Conmpany’s systens and engineering practices
are adequate to identify inadequacies in its distribution
infrastructure, particularly in ol der nei ghborhoods;

I1l. How PSCo conmunicates with custonmers during outages and
whet her custoners are receiving current and adequate
i nf ormation;?3

V. How PSCo dispatches and conmunicates wth its repair
Crews;

V. Whether the resources dedicated to the operation and
mai nt enance of the distribution system appear adequate;
and,

VI. \Whether adequate capital dollars are dedicated by PSCo to
maintain its distribution infrastructure and to refurbish
this infrastructure.

This report is organized into five sections, which mrror the
issues identified in the letter of inquiry. Due to the
interrelationship of operation and naintenance expenses and
capital expenditures, these two issues are conbined into one
section in the body of the report. The report concludes wth a
summary of Staff and OCC s* general reconmendations, discusses
revising the Conpany’'s Qality of Service Plan (QSP), and
identifies alternative procedural options considered by Staff
and the OCC

The inquiry and the report have taken nore tine than anticipated
because the process has been dynanmic, not static. As probl ens
have been identified, PSCo procedures have been nodified to
address the problens.® Staff and OCC believe that PSCo has

3 The issue of data integrity raised by audit activities of M nnesota
regul ators is discussed as part of this issue.

“ In gathering and anal yzing data, Staff focused on Sections 1 through
4, while OCC focused on Section 5.

5 As a denonstration of the dynamic nature of this inquiry, in md-
December of 2003 the Conpany requested a special neeting with the Staff
and OCC to acknow edge that based on its own internal nanagenment review
of the netro Denver/Boul der area the Conpany had under-reported outage



cooperated with the effort to identify problens® and to initiate
sol uti ons.

In general, Staff and the OCC believe that outage and customner
conplaint trends show dimnishing reliability of electric
service to PSCo’s Colorado customers over a period of years.
Reversing that trend will likely take tinme and may not involve
easy sol utions.

In reviewi ng our conclusions and recommendations, it should be
noted that, while the Conpany cannot control consuners’ denmand
for electricity, it can manage how it plans for and responds to
t hat demand. Wen PSCo initially designed its electric
distribution system it designed the system sufficiently |arge
to serve custoner needs for decades in the future because
reinforcing infrastructure can be costly. Desi gn deci sions at
that time were wthin the Conpany’'s control and remain wthin
t he Conpany’s control at this tine.

However, when initial systens were designed and installed in
many ol der nei ghborhoods air conditioners were not comon
househol d appliances, TVs and di shwashers were considered | uxury
itenms, and conputers, mnmicrowave ovens, VCRs and DVDs did not
exi st . Today consunmers’ needs for electricity do include air
conditioning, TVs, dishwashers, mcrowaves, conputers and many
ot her appliances and electronic devices. These consunmer needs
for electricity are not likely to decrease in the future.’
Addi tionally, consunmer expectations about service generally do
not decrease, but rather increase, over tine.

While prudent utilities use load research and |oad forecasting

techniques to track and predict overall system changes in
consuners’ demand, neasuring custoners’ demand for electricity,
househol d- by- househol d or di stri bution-area-by-distribution-

area, is not an exact science. Custonmers’ demands change over

times in the first and second quarter 2003 Quality of Service (QSP)
reports filed with the Comm ssion

5 For exanple, while Staff identified the system data issues during the
course of this inquiry, it had not yet fully estinmated the magnitude of
the 2003 problem throughout PSCo's system |f the Conpany’ s nanagenent
had not initiated the internal review, nore Commi ssion resources would
have been necessary to isolate the source of the system data problens,
either as part of this effort or as part of its annual review of QSP
results.

" Wil e demand si de managenent programs may nodify or noderate customner
demand in peak tine periods, it is difficult to predict results of

these progranms in an area served by a specific distribution

transformer.



time and each custoner is different. Menbers of a household may
add air conditioning after a honme is built; an additional TV or
conputer may be added as children nove through school years, but
removed as children go on to college; famlies nove taking their
demand for electricity to a new |ocation — all inpacting overal
demand at a particular geographic |ocation, and consequently
impacting demand for electric service distribution-area-by-
di stribution-area.

Not recognizing that predicting demand househol d- by- househol d or
di stribution-area-by-distribution-area is an inexact science is
unrealistic and unw se. Simlarly, not recognizing that
increasing demand for electricity stresses the existing
infrastructure and its maintenance thereof is also unrealistic
and unwi se. The result of these two colliding realities is that

wi t hout recogni zing that i ncreased consuners’ needs for
electricity are stressing the system wthout recognizing that
infrastructure refurbishment and nmintenance is critical, and
wi thout taking actions to solve both, increased consuner

conplaints are likely to continue.

The overall conclusions and recommendations of this inquiry
follow, with recommendations split between recomendations for
Conmpany action and recomendations for Conm ssion action. As
the inquiry proceeded, we found that many of the issues were
intertwined in cause and effect. As a result, some of our
overall recomrendations span multiple issues. Concl usi ons and
reconmendat i ons for each i ssue are di scussed nor e

conprehensively within the respective section that addresses
each issue.

Concl usi ons:

1) PSCo’'s existing systenms do not readily identify the
di stribution areas where demand for electricity exceeds
the capacity of the designed electric distribution system
Wil e the Conpany knows, in general, that custoner denand
for electricity during sumer peak periods and throughout
the year is increasing, the Conpany does not currently
have a good nmethod to forecast increased custoner |oad by
i ndi vidual distribution transfornmer serving area.

2) PSCo's efforts during the sunmers of 2002 and 2003 to
respond to the increasingly high rate of failure of
nei ghborhood distribution transfornmers have been only
partially effective.



3)

4)

5)

6)

7)

If PSCo does not develop a nethod to proactively identify
when consunmer demand in distribution areas is exceeding
the infrastructure in place, custoner conplaints are
likely to continue and to increase.

The Conpany’s response to custoner concerns in South
Denver and parts of Centennial denonstrate that at |east
in sone cases the Conpany is not adequately identifying
and responding to chronic outages in parts of the netro
area without intervention by external advocates. It is
not clear if the Conmpany’'s responses in South Denver and
parts of Centennial are isolated events; however, consuner
conplaint data indicates that chronic outages are not
limted to these areas and are increasing at an alarmng
rate; consequently, intervention is necessary to eval uate
not only the extent of, but also the causes of, and
solutions to these chronic outages.

Cust oners’ concerns about not recei ving adequat e,
accurate, and current information both during the March
and Modther’'s Day snowstorns of 2003 and subsequent to
these stornms are legitimte concerns. During the storns,
t he Conpany’ s nor mal prioritization and di spat ch
activities were not effective because of a nunber of
operational and data problems with the Conpany’ s Qutage
Managenent System (QOVS). O her OVB-rel ated data probl ens
conmpounded these inaccuracies. Customers in the Centenni al
area were particularly inpacted by these system fail ures;
however, the system failures inpacted the entirety of the

nmetro Denver/Boul der areas. These operational and data
problens resulted in an understatenent of outages reported
to custonmers and to the Conmi ssion. The magni tude and

scope of the understatenent is not yet fully determ ned.

It is wunclear if PSCo's managenent performed adequate
system stress testing to ensure the OVS was adequately
sized to operate during typical Colorado storm conditions.
Wiile the Conmpany has recently indicated that it has
nodified its system to prevent such reoccurrence, neither
Staff nor the OCC currently has the technical expertise to
assess whether the system is adequately sized to neet
current needs.

The Conpany's recently revised practices concerning
communi cations with critical care custonmers and custoners
on |ife support systens need additional review



8)

9)

Staff and the OCC have not identified any specific
evi dence that the dispatch of repair crews and
communi cations wth these <crews is contributing to
ext ended or frequent distribution system outages.

The conpany’s annual spending on distribution operations
and nmaintenance has generally declined while its annual
di vidend paynents to Xcel have increased. The conpany’s
capital investnent in new distribution facilities has al so
generally declined while Xcel has reduced the anount of
capital it has nade available to the Conpany. This data

by itself does not establish the “correct” |evel of
mai nt enance and investnment for the conpany, but the trends
are troubling and I ndi cat e a need for further

i nvestigation.

Reconmendati ons to the Conpany:

1)

2)

3)

While inprovenents in the policy to tinmely replace failed
transfornmers and other equipnment can mtigate custoner
i mpact once transfornmers and other equipnment fail, this
policy should be wused in addition to and not as a
substitute for proactive identification and replacenent of
problem transformers and other equipnent. The Conpany
should enhance its load forecasting and nanagenent and
preventive mai ntenance practices to include identifying and
reinforcing the distribution areas where demand for
electricity exceeds the capacity of the designed system and
where frequent, chronic, or recurring equipment outages
occur.

The efforts of PSCo's Distribution Transforner Team to
timely replace transforners upon failure should Dbe
continued and enhanced. The program s enhancenents shoul d

include, but should not be limted to, enhancenents to
timely replace other distribution equipnment with recurring
or chronic outage patterns in addition to tinely

transforner repl acenents.

Wiile PSCo’'s efforts to develop a proactive transforner
repl acement nodel ® were only marginally effective during the

8 Wiile the Conpany’s efforts to date have focused on a predictive nodel
for distribution transformers, conceptually the dual concepts of
targeted proactive replacenment for problem equi pnent and preventive

mai nt enance equi prent apply to equi pnent other than transforners as

wel | .



sumer of 2003, it should continue to devel op such a nodel®
because the electric load is likely to continue to increase
and the infrastructure will continue to age. Consequently,

unti | ef fective proactive predictive nodel s

inplenented, it may be necessary for PSCo to consider
returning to its fornmer practice of assigning a |arger
nunber of distribution engineers than are currently

enpl oyed to nmoni t or and effectively mai ntai n
di stribution system

4) The Conpany should make available its nodified practices
concerning comrunications with critical care custonmers and
custoners on |ife support for the Conmission's, Staff’s and
the OCC s review If necessary, Staff and OCC shoul d
suppl ement this report on the issue and nake additional

recommendati ons after that review

Recommendati ons to the Conmi ssi on:

1) The Commssion should require a focused performance
assessnment, at the Conpany’ s expense, by an independent
third-party engineering and managenent firm to evaluate the
current state of repair of the Conpany’'s distribution
system and its capability to serve current and foreseeabl e
| oad. As parts of this assessnent, the firm should eval uate

whet her t he Conpany’s:

e Distribution system in its «current condition

i ndustry standards and whether it is capable of serving

current and foreseeabl e | oad;

* Preventive nmaintenance practices conport wth
industry practices and should recomend areas
i nprovenent if deficiencies are identified;

* Resources are sufficient to identify and fix the causes
of frequent, chronic, and recurring outage problens and

recoomend areas for inprovenent if deficiencies
i dentifi ed;

e OV and related systens are adequately sized

sufficiently robust to ensure accurate and tinely

® The Conpany may need to eval uate other information (such as outage
frequency by component) to devel op an effective programrather than
focusing solely on its current asset optim zation nodel.



prioritization, tracking, and reporting of custoner

out ages; 1°

* Internal nmanagenent controls are sufficient to ensure
that outage information is tinely recorded, accurate,

conplete, and reliable.

2) The Comm ssion should require PSCo to publicly present

action plan to resolve all of the issues in this inquiry to
t he Comm ssion at a special open neeting during February of
2004 and should provide nonthly witten progress updates on

i npl enentation of its plan beginning in April of 2004.
believe that this information in conjunction wth
information from (3) below will allow the Comm ssion
eval uate the effectiveness of the Conpany’s progress.

3) The Conmi ssion should authorize a review of whether
existing Quality of Service Plan (QSP) structure
incentives are sufficient to induce the Conpany
adequately and effectively respond to custoner issues.

the interim while the QSP is under review, the Comm ssion
should order the Conmpany to file a nonthly status report.
Using this report, the Commi ssion can nonitor and gauge the

Conmpany’s progress and performance toward inproving

service to custoners. W recomend that the Conpany work
with Staff and OCC to deternine what infornmation! should be

included in these nonthly progress reports.

10 This “stress test” should be given top priority and nodifications

i Mmediately inplemented if deficiencies are identified.

11 For exanple, the follow ng information should be considered by the
Conpany, Staff, and OCC. QSP infornmation; Custoner Average Interruption
Frequency Index (CAIFl); 10 worst distribution feeders including

pl anned and acconplished repairs; quantification and identification of
customers receiving frequent or extended outages.



| . The H gh Rate of Failure of Distribution
Transfornmers and Whet her PSCo |s Taki ng Adequate
Measures to Address the Problem

A. Introduction and History

A distribution'? transformer is the device that transforns the
voltage level froma primary distribution voltage |evel (usually
25 or 13 kilovolts® (kv)) to a voltage level that can be used by
a househol d. Househol d appliances typically use power at 120
vol ts. Stoves and air conditions typically use power at 240
vol ts. Electric utilities build the primary distribution at
this higher voltage |evel because it is nore efficient to
transmt power at higher voltages. Consequently, it is
necessary to have a device that changes the power from the
primary voltage level to the Ilevel that can be wused by
consuners.

Transforners typically weigh upwards of 600 pounds and serve
fromfour to twelve custonmers. They can be nounted on a pole or
can be placed on the ground served by underground cables. \Wen
a distribution transforner fails, all custoners served by that
transformer will be wthout power. Distribution transforners
can be purchased in various sizes. In general, as the size
i ncreases, both the cost and the weight of the transforner also
I ncrease.

Distribution transfornmers, as part of a system are not designed
in isolation. Transforners are designed along wth other
equipment in the distribution system (fuses, re-closers'* and
sectionalizers,® etc.) to “pop” or “blow or “open” in the event
of a short-circuit on the system or in the event of a system
overl oad condition. In such conditions, electric flow to the
honme is stopped (often ternmed an “open” or an “open circuit”) to
prevent electrical fires, to protect custoners and their
property, and to protect the equipnent on the system from
per mmnent danmage. The goal of the system when an outage occurs

12 See Figure 1 for pictorial of the parts of an electric system

3 A kilovolt is 1000 volts.

Y Are-closer is a device that “re-closes” after a circuit initially
fails in hopes that the problemthat caused the circuit failure was but
a brief and nonentary problem

15 A sectionalizer is a mechanical device that is used to “segment” or
“isolate” the cause of an electrical problem wth the goal to restore
service to as many customers as quickly as possible.



is to isolate the outages to the smallest nunber of affected
custoners as qui ckly as possi bl e.

A distribution transformer may fail for a variety of reasons
i ncluding: weather events such as lightning or ice on tree
branches that cause interference with aerial wres; aninmals;
aging plant that is not maintained and/or wearing out; other
mal functioning that causes fuses associated with a transforner
to blow, or transfornmer overload conditions.

Wen a transforner fails, the Conpany nust decide whether the
transfornmer or its associated protection equipnment failed
because the transformer was too small to neet the custoner’s
| oad or whether the outage is caused by another reason. In many
cases the transfornmer fuse can sinply be reset. The tine to
sinmply reset the transformer can be from twenty mnutes to
mul tiple hours if the technician determines that “resetting” the
transformer will solve the problem The location of the
transforner, travel tinme to reach the site, weather conditions
and wor kl oad often inpact the tineliness of the reset.

However, if the technician determ nes that the transfornmer needs
to be replaced, it takes considerably nore tine. Once a
technician identifies that a transfornmer needs to be changed, it
typically requires from 4-12 hours to actually physically change
the transfornmer. As stated previously, it is not unusual for a
transforner to weigh over 600 pounds. Consequently, replacing a
transforner is not a sinple task. The transforner may be either
nmounted on a pole or located on the ground. |If it is nounted on
a pole, changing a transformer requires using a truck with a
bucket to reach the transfornmer or wusing special rigging in
conjunction with a multi-nmenber line crew. | f the transforner
is located on the ground, obtaining access to the transforner
may be a chall enge due to | andscapi ng.

Alternatively, a transformer failure may occur because the
electric load is too large. Residential and conmmercial business
custoners’ demand for electricity has increased over tine.
Consequent |y, conponent s of PSCo’ s di stribution system
including distribution transforners, nmay require bolstering. |If
the transformer failure is due to overload conditions, this “too
| arge” load often occurs in the md-sunmer when the summertine
peak air conditioning load is added to other |ess seasonal
demands for electricity.!® However, unlike when a fuse blows in

16 pSCo' s past | oad forecasting efforts in Col orado have shown it is
i mportant to consider the nunber of homes that now have air
conditioning (both retrofitted as well as new installations) because

10



a hone, the solution is not always as sinple as resetting the
fuse, shutting off sone of the appliances, or nobving an
appl i ance to anot her outlet.

In the past distribution engineers nonitored PSCo’s distribution
system !’ Engineers were assigned a portion of the system for

whi ch they were responsible. Distribution system capabilities
and conponents, including the proper size of transforners, were
matched to loads on portions of +the system Over | oaded

transforners and other conponents were |ocated and replaced by
t hese engi neers.

Over tinme the Conpany l|argely supplanted the efforts of these
engi neers with a program of sinply replacing distribution system
conponents, especially transformers, as they fail ed. Many
transforners were provided with new fuses and not replaced.
After nmultiple failures, transforners were scheduled for
repl acenent along with other work activities. These
repl acenents were not given priority over other assignnents.
This procedure has resulted in frequent and extended outages for
custoners served by these failed transforners.

Unfortunately, while a distribution transforner failure has a
significant and direct negative inpact on the custonmers served
by the failure, the outage may be overl ooked by system managers
because the system outage m nutes!® caused by one distribution
transfornmer failure nmay be relatively small conpared to tota
system outage m nutes because each distribution transformer only
serves a small nunber of custoners.?® Simlarly, overload
out ages caused by any device failure can be overl ooked because
these outages only generally occur at peak tines and nay not
recur until the next peak period if the fuse is reset after the
peak conditions dissipate.

air conditioning causes a substantial increase in the peak sunmertine
el ectric | oad.

7 The distribution system begins where the voltage drops within the
substation and ends at the connection to the custonmer's prenises. Thus
it includes cable, fuses and systens to protect the system
distribution transformers to drop the voltage even further, drop cables
to the customer's prem ses, and neters. (See Figure 1)

18 System outage minutes are neasured as System Average |nterruption
Duration Index (SAIDI), which is a summtion of the average outage

m nutes per customer for a year for all outages greater than one

m nut e.

19 For exanple, the Regional SAIDI for the Denver Metro area for the
peri od ended Decenber 2002 was cal cul ated based on 212,086 customners.
One custoner would need to be without service for 212,086 mnutes (or
about 147 days) in order to cause the Denver Metro area index to

i ncrease by one ninute per custoner.

11



The Conpany has presented information that suggests that its
distribution transfornmer failures represent only one-half of 1
percent?® of total outages. However, presenting that logic to
custoners inpacted by repeated peak period outages within a
short period of tinme my inply that the problem is not
inmportant, and ignores a very real and growing problem for
Col orado customners. Wile the problem may be focused on
| ocalized areas, the problem is huge to the custoners who are
i npacted in those | ocal areas.

Wthin Colorado, overload outages have been increasing over
tinme. Table D1-4 from the Report on Staff Investigation of
Public Service Conpany of Colorado Power OQutages, OCctober 13,
1998 (Attachment 2), shows that “overloads” on PSCo’'s system
i ncreased during the years from 1993 through 1998. 2!

Recently, from the years 2001 through 2003, increasing nunbers
of distribution transfornmer failures due to overloads during
summer nont hs have caused an increasing nunber of outages. For
the Denver area during July of the years from 2001 to 2003 there
wer e: increases in conplaints about transformers to the PUC
increases in the percentage of repair conplaints to the PUC that
were related to transforner failure; and increases in
transforner failures. Based on Conpany-provided information,
Table | identifies that as transformers failures have increased,
cust oner conpl aints have al so i ncreased.

Table I: Conplaints Related to Transforners (July 2003,
2002, and 2001) 22

Cat egory July July July
2003 2002 2001
Transf or ner - Rel at ed PUC Conpl ai nts 111 65 13
Total Delivery®® PUC Conpl ai nt s* 280 205 59
Percent Transfornmer of Total Delivery 40% 32% 22%
Total Transformer Failure 556 414 315
20 presentation to Staff on August 20, 2003. It is unclear if the

Conmpany’ s measure represents an outage frequency percentage or an

out age duration percentage.

2l staff requested that the Conpany update this data for years
subsequent to 1998. The Conpany’s response is still pending.

22 Transformer Load Managenent Program presentation to Staff and OCC,
Novenber 20, 2003

22 The Delivery Unit is the work group within Xcel Energy, Inc. that is
responsi ble for delivery of utility resources effectively and
efficiently to custoners.

24 Does not include conplaints for such things as billing errors.
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The issue of custoner outages caused by PSCo’'s distribution

system is not a new issue to the Conm ssion. The Cctober 13
1998, Report on Staff Investigation of Public Service Conpany of
Col orado  Power Qut ages, while focused on a series of

transm ssi on system outages from July 17, 1998 through July 20,
1998, also addressed in a separate section outages related to
distribution infrastructure. Specifically, in the Executive
Summary of the Report, related to engineering and operations,
Staff concl uded:

“. . . A'so, on a going-forward basis, the continued
use of transformer retirement data to determ ne
whet her replacenents are required seenms to increase
the risk of customer outage. A nore proactive nethod
of assessing transformer |oading mght be better.” 2°

The body of the Report identified concerns about transforner
repl acenents nore discretely. Staff reported:

“As we stated in Attachnment DI-2, PSCo began in 1998
to place only transforners of at I|east 50 kilovolt
anpere (KVA) in serving custoners |ocated in
subdi vi si ons. W were also inforned by PSCo that in
1997 it had discontinued its program to nonitor
di stribution transforner |oading by conputer analysis
of nmonthly energy consunption. (In this process, the
conput er program converts nonthly energy consunption
into a demand value for all custoners connected to the
transfornmer and generates an exception report if the
val ue exceeds sone percentage, e.g., 25 percent, of
the maxi mum capacity of the transforner.) PSCo
personnel stated that they were now nonitoring the
transforner retirenment logs to determ ne whether there
was an abnor nmal nunber of retirements in each
mai nt enance service area.”?

Staff further goes on to discuss its concern over PSCo’ s nethod
of screening whether distribution transforners are overl oaded
after initial placenent of the transforners:

“W al so have sone concern about PSCo only relying on
the transfornmer retirenent log to gauge whether its
distribution line transformers are being overl oaded.

25 Colorado Public Utilities Conmission Report on Staff |nvestigation of
Public Service Conmpany of Col orado Power CQutages, October 13, 1998,
Executive Summary p. X.

2 |1 pbid, p 27.
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PSCo offered no insight into how the retirenment |ogs
wil | be used to proactively det erm ne t hat
transforners are being |oaded too heavily and should
be repl aced. Wiile this may be viewed as a form of
“di agnostic nmaintenance,” i.e., waiting to reach unti
nore than the normal anount of transformers fail, it
could leave nore custonmers to experience outages
before a replacenment program is undertaken. Unl ess
PSCo can nore fully define a proactive nmaintenance
policy in relying on transformer retirenent data, it
should <consider reactivating sonme version of its
conmput eri zed nonitoring program or undertake sone type
of statistically-based sanpling program in which
measurenents are taken of sone distribution |line
transforner | oads periodically.”

The Conpany does not dispute that the nunber of customer outages
related to the failure of distribution transforners is
i ncreasi ng, does not dispute that these outages are increasingly
frustrating to its custoners, and consequently are a nmajor cause
of the increase in custoner conplaints to the Conpany and to the
Conmi ssi on. However, the Conpany has struggled wth finding a
satisfactory solution to this issue.

B. The Joint Staff/OCC I nquiry

The nobst current inquiry actually began informally during the
summer of 2002. As a matter of its normal practice, Staff
periodically reviews the Conpany’'s service results. As it
reviewed the Conpany’s annual QSP report for cal endar year 2001,
which was filed in the spring of 2002, Staff becane concerned
with the increase in custoner conplaints during the 2001 sunmer
peak-|oad period (usually July-August). PSCo attributed this
increase in conplaints to both an increase in construction-
related cable cuts and to increased load on transfornmers for air
condi ti oni ng. Staff identified its concerns in its report to
the Commission and conmitted to work with PSCo to reverse the
trend. ?’ At about the sane tinme articles in the nedia about
sumrer 2002 nei ghbor hood out ages confirnmed Staff’s concerns.

Staff began by initiating a series of audit questions about
PSCo's efforts to maintain reliability. The first audit
guestions were sent to the Conpany on July 19, 2002. Answers to
these questions revealed that conponents of PSCo's distribution

27 V\erification Report Electric Quality of Service Plan Results for
Public Service Conmpany of Col orado Cal endar Year 2001, p. 10, Docket
No. 95A-531EG
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system and in particular failing distribution transformers,
were forenbst contributors, but not the sole contributors, to
summertime out ages.

Answers to these initial audit questions also caused Staff to
request a series of neetings during the sumrer and fall of 2002
with PSCo regulatory and nmanagerial personnel to resolve the
i ssue.

Staff initially nmet wth the Conpany’s reliability team on
Friday Septenmber 12, 2002, about these and other distribution
system outages and transm ssion service issues. At this
neeting, PSCo described problens with its distribution system
and acknow edged that its policy was to replace transforners
only after they failed nmultiple tines, causing recurring outages
for custoners served by the problemtransforners.

Additionally, during this neeting the Conpany agreed with Staff
that while SAIDI is a good tool to nonitor overall system and
regi onal system outages, it is not a robust tool for identifying
| ocalized problenms such as distribution transformer outages.
The Conpany also agreed that custoner conplaints provide an
i mportant source of information in gauging the reliability of
the system The Conpany also committed to begin a focused
effort to mnimze distribution transformer outage duration
because the increasing rate of conplaints concerning these types
of outages was a concern to themas well as to Staff.

Utimately, through continued neetings and discussions, the
Conmpany devel oped a two-tiered approach to mnimze distribution
transfornmer outage tinme during the 2003 summer | oad. The
Conmpany <created a Distribution Transformer Team (Team) to
i nvestigate root causes of consunmer conplaints in Col orado and
to recommend solutions to mtigate those conplaints. At these
nmeet i ngs t he Conpany pr esent ed its Di stribution Asset
Optim zation (DAO nodel, software that endeavors to identify
problem transformers wusing quantitative methods so problem
transforners could be replaced before they failed. Thr oughout
t hese discussions, PSCo advocated that whol esale replacenent of
transforners is not cost effective and that replacing only

problem transformers wll mintain the reliability of the
di stribution system w thout excessive cost to custoners. The
efforts of the Distribution Transfornmer Team and the DAO nobde
are described in nore detail in the follow ng subsections.
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C. The Distribution Transforner Team

The Distribution Transfornmer Team for the Denver Metro Area was
conprised of two operations managers, one standards nanager and
three engineers. Specifically, after its review of outages, the
Team identified that during 2002, 874 transformers had been
repl aced, with over 60 percent (526) being replaced during June,
July and August (peak |oad periods). For 2002, the tinme
associated with replacing transforners was as foll ows:

Table I'l: Transformer Replacenent Tines (2002)
Transforners Per cent
Repl aced i n: (9%
Sanme Day 36%
1- 3 Days 29%
4-7 Days 6%
8- 31 Days 10%
> 1 Month 19%
Tot al 100%

To inprove 2003 performance, the Team established the follow ng
goal s:

e Replace within one week a transforner that went out due to
overload but is placed back in service by replacing the
fuse or resetting a secondary breaker; and,

* Replace the internal transforner fuse on a single-phase pad
mount transfornmer with the next |arger size, but schedul e
the transforner for replacenment within one week.

In addition, the Team inplenented the follow ng process changes
for 2003 to track the type and status of work and potential
probl em transforners:

« Use the Request for Qutage (RFO)?® to process work orders
rat her than the existing system

 Place a tag on the transformer or pole when an overl oaded
transforner is placed back in service by re-fusing or
resetting the breaker;

2 A Request for Qutage (RFO) is an internal PSCo docunment requesting
speci al i zed work assistance for a particul ar task.

16



 Mwve the RFO for its replacenent to “inmediate status”,
even if the problem transfornmer can tenporarily be placed
back in service if the fuse goes out again.

Finally, the Teanmis goals to manage its |abor resources
i ncl uded:
* Establishing round-the-clock crews (three shifts) that
repl ace transforners and respond to energenci es;
* Developing a response plan for days when nmjor transformner
out ages occur;
e Using contract crews to replace transforners and respond to
energenci es during peak |oad periods when the transforners
are nost likely to fail

e Arranging for inproved equi pnent availability;
e Using all Metro-area crews and crews from outside the Metro
area, when necessary to respond;

e Hring new linenmen in the Trouble Departnent for the sumer
bef ore deploying the linenen to the divisions; and

» Establishing a systemto track and respond to agi ng RFO s.
D. The Distribution Asset Optim zation (DAO Model

The DAO is a Silicon Energy nodel that is designed to Ilink
Cust oner Information System (CYS) dat a, data from the
Supervi sory  Control and Data Acquisition System (SCADA)
including neter reading data, automatic neter reading (AWVR)
data, | ocal weather information, and other system data to create
an integrated tinme and weather synchronized distribution
dat abase. The goal of the nodel is to allow the Conpany’s
di stribution planning, operations, and asset managers to manage
their work based on nore robust system denmand i nfornmation.

Specifically, related to distribution transformers, the nodel’s
design planned to develop coincident |oad profiles for al
transforners. The design was intended to provide hourly detai
by transforner, which would be used to understand the actual
condition of equipnent over tinme, not just at peak use.

Cenerally, as an asset optimzation tool, the nodel’s goal is to
identify assets that are either “under-utilized” or “over-

utilized”. Conceptually, assets that exceed utilization targets
(“over-utilized”) are identified and fixed or repl aced
accordingly. Contrarily, assets that do not neet wutilization

targets (“under-utilized”) are identified and targeted for
deferred mai ntenance or left in service |onger.
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The Conpany’s engineers hypothesized that the DAO nodel’s
nmeasure of fully |oaded equivalent hours of electric usage by
transformer would predict transfornmer failure. The node
identified 1,298 candidate transforners for replacenent based on
four target areas of the Conpany’ s serving territory based on
transforner usage. Three hundred candidate transforners (of the
1,298) in tw of the four areas were field verified and then
repl aced. The remaining 998 were classified as the “control”

gr oup.
E. The Results For 2003

During the sunmer of 2003, PSCo again experienced transfornmner-
related distribution outages and custonmer conplaints to the
Conmi ssi on.

A conparison of outage information for the nonths of July for
t hree consecutive years reveals the follow ng information

Table 111: Results of Conpany’s 2003 Plan (July 2003, 2002,
2001) *°

Cat egory July July July

2003 2002 2001

Tot al PUC Conplaints for Conpany’ s 280 205 59
Delivery Unit
Transforner Rel ated PUC Conpl ai nts 111 65 13
Percent Increase in Transforner Related 71% 500% - -

PUC Conpl ai nts (year-over-year)

Percent Transforner Conplaints of Total 40% 32% 22%
Del i very Conpl aints

Total Transforner Failures 556 414 315
Percent Increase in Transforner Failures 34% 31% - -
NOAA Warmest July ranking (1872-2003) 4 9 6
Nunber of days over 90/100 23/ 3 22/ 0 18/1

Comparing 2003 results with 2002 results suggests that overall
the Conpany has not nmade sufficient progress to solve this
problem from a custonmer’s perspective. Transforner-rel at ed
conplaints increased from 65 to 111, an increase of alnost 71%
Total transfornmer failures increased by 142, from 414 to 556, an
i ncrease of 34% This conpares to an increase of 99, or 31%
from 2001 to 2002.

2 gource: Transformer Load Management Presentation to Staff and OCC,
Novenber 20, 2003.
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While the hotter weather of 2003 nmay have contributed to the
i ncrease (see NOAA rankings, and nunber of days over 90/100 in
the chart above), and while sone of the increase in conplaints
may be attributable to increased publicity concerning the issue,
the bottomline is that total transformer failures continued to
I ncrease. As a result, Staff and OCC believe that custoner
conplaints related to this issue are likely to increase and
escalate if the problemis not solved.

Staff and OCC net with the Conpany’s Reliability Team on August
29, 2003, to evaluate the effectiveness of the Conpany’s 2003
Plan and to discuss the Conpany’s efforts prior to 2004.

In summary, the Conpany reported that its efforts to quickly
replace transformers after the first outage had significantly
reduced nultiple interruption and |ong duration outages. The
Conpany reported a 25% reduction in multiple transforner outages
(2003 vs. 2002). However, while the efforts of the Distribution
Transfornmer Team |likely mtigated the 2003 sumer inpacts of
transforner outages, the Conpany reported that the DAO nodel
ef fectiveness was only 3.5%

After evaluating the Conpany’s efforts, we conclude that changes
in policy during the summer of 2003 to replace transforners that
fail due to overload <conditions and to classify such
replacenents as a high priority mtigated repeat custoner
conplaints and likely reduced conplaints conpared to what they
woul d have been if the policy had not changed. However, we also
conclude that the Conpany’'s efforts in this area should be
expanded, at |least until an effective program to proactively
identify problem transfornmers and other distribution equipnent
can be i npl enent ed.

F. The Next Step: The Conpany’s Initial Proposed DAO Mdel for
2004

As a result of the relative ineffectiveness of the DAO nodel for
the summer of 2003, the Conpany decided not to expand its
repl acenent plan based on the sane DAO nodel and proposed an
alternative nodel prior to the upcom ng 2004 peak.

This new proposed nodel was based on information gleaned from
the 2003 DAO nodel including: analysis of outages and weather
showed failures increased after nultiple days of hot weather;
nearly all outages involved fuse elenents imersed in the
insulating oil in the transforner tank and that high oi

tenperatures can affect the trip levels of the fuse; and, nearly
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all outages involved transforners wth both electrical and
thermal limters. The Conpany’s initial proposal was to predict
candidate transforners based on “hot spot t enper at ure”
cal cul ated by the DAQO

Wiile the Conpany’s presentation on its “hot spot tenperature”
nodel was based on an understanding of how distribution
transforners function and operate, Staff and OCC were greatly
concerned when the Conpany shared its projected nodel efficiency
rate of only 4.3 percent. W were concerned that this nodel
would be no nore effective at solving the custoners’ problens
than the previous predictive DAO nodel (3.5 percent).

The Conpany’s presentation also identified that underground
transforners were involved in approximately 66 percent of the
t ot al outages, wth overhead outages accounting for the
remai ni ng 34 percent. For the overhead outages, alnost all
out ages involved conpletely self-protected type transfornmers, an
ol der style of transforner.

For both overhead and wunderground outages, the nunber of
transforners that failed varied by distribution transforner size
as sunmarized in the foll ow ng Tabl e:

Table 1V: Percent of Transforner Fail ures

Si ze (KVA) Under gr ound Over head Tot al
<= 15 - - 5% 5%
25 48% 26% 74%

50 14% 2% 16%

>= 75 4% 1% 5%
Tot al 66% 34% 100%

Wen this data is conpared to data that identifies the percent
of overall transformer population by size, a disproportionate
share of transforners that are failing are transformers of
smaller sizes as identified in the followng table and
transforners that are placed using underground construction
appear to be nore problematic than transfornmers that are placed
over head:
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Tabl e V:

Percent of

and Over head by Size®

Tr ansf or ner

Fai lures for

Under gr ound

Si ze (kVA) Under gr ound Under gr ound Under ground to
(Fai |l ures) (Popul ati on) Popul ati on
Rati o
25 48. 0% 24. 2% 2:1
50 14. 0% 18. 7% 701
75 1. 0% 3. 8% .25:1
>=100 3. 0% 4. 1% A7 1
Tot al 66. 0% 50. 8% 1.3:1
Si ze (kVA) Over head Over head Under ground to
(Fai l ures) (Popul at i on) Popul ati on
Rati o
<= 15 5. 0% 3. 3% 1.5:1
25 26. 0% 21. 7% 1.2:1
50 2. 0% 5. 7% .33:1
>= 75 1.0% 3.2% .33:1
Tot al 34. 0% 33. 9% 1:1
This type of macro information suggests to Staff and OCC that

t he Conpany nust either
kVA transforners that
its policy of

systematic target

discretely identify the popul ation of 25
are problematic, or alternatively evaluate
targeted replacenent and explore whether a

| ong-term replacenment plan for 25 and bel ow

KVA transfornmers is necessary. It is noteworthy that in the
Report on Staff Investigation of Public Service Conpany of
Col orado Power OQutages, OCctober 13, 1998 the Conpany’s m ni num

standard transformer size for subdivision installations was 50

kVA. 3t

Staff’s
PSCo pursue a sinple, but
nanepl at e®? capacities with

As an alternative to the Conpany’'s proposed DAO Model,
engi neering personnel proposed that
direct, conparison of transforner

30 Source: Transformer Load Managenent Presentation to Staff and OCC
Novenber 20, 2003, p. 3.

31 Colorado Public Utilities Conm ssion Report on Staff Investigation of
Public Service Company of Col orado Power CQutages, October 13, 1998, p.
27.

32 A namepl ate rating is a manufacturer’s classification of a
transformer’s certified | oad serving capacity as measured in kil o-Volt-
Amperes (kVA) under specific anmbient tenperature and operating
conditions. Usually the rating is established for continuous service
under stressed operating conditions of hot summer tenperatures such as
35°C and allows for a 65°C rise in tenperature of the insulating oil
However, a transformer thus rated is capable of safely operating at a
hi gher output if the load lasts only for a short period of time or if
the anbient tenperature is cooler. For exanple, in the cold wnter
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likely transfornmer loads in order to |locate transforners
overloaded and likely to fail. This is simlar to the nethod
that was in place in the early 1980's to detect transforners
that were potentially overloaded. As a result of concerns about
the effectiveness of the Conpany’'s proposed “hot spot DAO

nodel 7, the Conpany agreed to review its proposal and update
Staff and OCC after it reviewed whether this was the nost
effective nethod of solving the problem In addition, the

Conpany agreed to nake a conparison of |oads and distribution
system transforner naneplate ratings serving these |oads as an
alternative or supplenmental information to identify problem
transforners. The Conpany agreed to provide this information by
Decenber 1, 2003.°

On Novenber 20, 2003, Staff and the OCC again nmet with PSCo to
di scuss the Conmpany’'s nodeling efforts. The Conpany identified
that its candidate replacenent |Ilist for 2004 focused on
repl acenent of overhead and underground 25 kVA distribution
transforners. The Conpany represents that its new proactive
transforner nodel repl acenent program based on “hot spot
tenperatures” is five tines nore effective than choosing
candi dates for replacenent at random

In the nodel proposed by the Conpany, “hot spot tenperatures”
are used to rank the replacenent candidates for 25 kVA

transforners. Additionally, based on engineering judgnent,
candidates are selected based on the nunber of custoners
assigned to transforners. The Conpany proposes to refine its
sel ection process further but it is not yet conpletely specified
and not yet tested. PSCo conmtted to identify problem
transforners for replacenent during the spring of 2004. The

Conmpany also identified at the neeting that it may not spend the
full $3 mllion dollars it comritted to spend on the “hot spot
transfornmer” replacenment program but may shift those dollars
toward solving other reliability issues because it my be nore
cost effective.

The Conpany did not provide to Staff and OCC, as requested, the
conmparison  of loads and distribution system transfornmer
namepl ate ratings serving these | oads. Rat her, the Conpany

nonths a typical 25 kVA transforner can routinely handle 75 kVA in | oad
each night if the load only lasts for one hour. On the other hand, on
a hot summer afternoon when the tenperature is 95°F (35°C) this sane
transformer will tolerate only 25 kVA of |oad for the 4-hour duration
of air conditioning |oad.

3 PSCo response to Staff audit Reliability8-9.
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decided that it would use frequency of failure information as a
substitute for such information

G The Conpany’s 2004 Reliability Action Pl an

At the Novenber 20, 2003, neeting Staff and OCC requested that
t he Conpany provide details of the Conpany’s dollar conmtnents
for 2004. The Conpany provided its 2004 Reliability Action Plan
for Colorado (Attachnment 3).

The Conpany identifies $22.9 mllion in expenditures. The
majority of the expenditures focus on a proactive underground
cabl e repl acement program ($10 nillion)3 and on-going vegetation

managenment activities ($6.6 mllion).

It also identifies that $2 mllion of the $3 mllion proactive
distribution transfornmer repl acenent conmi t ment has been
reassigned to reduce outages resulting from substation and
distribution devices that have experienced three or nore
interruptions in the last year, rather than proactively
repl aci ng transformers. The Conpany plans to use the remaining
$1 mllion to replace 600 transfornmers prior to July 2004.

Wth the $2 nillion that the Conpany proposes to redirect, the
Conpany intends to reduce the nunber of frequent interruptions
caused by the sane devices including substation circuit
breakers, and distribution line re-closers, sectionalizers,
transforners, and tap fuses. The Conpany represents that the
devi ces experiencing three or nore interruptions in the |ast
year will be assigned to area engineers to determ ne the reason
for multiple interruptions and to mtigate the problem The
target is to reduce the nunber of these devices experiencing
three or nore interruptions by 30 percent in 2004.

H. Transfornmer Qutages Sunmmary

Based on Staff and OCC s review, it concludes that the work of
the Conpany’s Distribution Transformer Team did mtigate the
outage tinme related to failing transforners during the sumer of
2003, particularly in the area of repeat outages. If the Team
had not taken action, we believe that the custoner outages would
have been worse, and conplaints greater. Additionally, Staff
concludes that the Conpany’s DAO nodeling efforts were only
marginally effective at identifying problem transformers.

34 $7.5 mllion of proactive underground replacement and $2.5 nillion of
enmer gency underground repl acenent.
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Further, it is not clear that the “new DAO nodeling effort wll
be any nore successful than the previous efforts based on the
information received to date.

Further, we <conclude that wunless the Conpany develops an
alternative programto identify transforners that are overl oaded
based on custoners’ demand for power, custoners wll Ilikely
continue to experience unnecessary outages and custoner
conplaints to the Comm ssion are likely to remain high and wll
continue to increase. Unfortunately, developnent of such a
programw || likely take tine.

Consequently, in the short-term we recommend that the Conpany
continue and expand the Distribution Transforner Teanis work to
include tinely repair and replacenent, if necessary, of other
equi pnent in addition to transformers. As additional data has
been reviewed, we conclude that it is not only transforners but
al so other equi pment conponents that can cause the recurring and
frequent failures. Additionally, until effective preventive and
predictive nodels are inplenented, it may be necessary for the
Conmpany to return to its former practice of assigning a |arger
nunber of distribution engineers than are currently enployed to
nmonitor and effectively maintain the distribution system

However, an action plan based solely on the work of Teans such
as the Distribution Transformer Team remains a plan based on
failure first and not a proactive (prior-to-failure) nmeasure.
Staff and OCC do not believe such a plan is sufficient to neet
the growi ng need for power by custoners in Colorado. Rather, we
believe it is necessary for the Conpany to devel op and i npl enent
a systematic preventive maintenance program to identify and
replace distribution transfornmers and ot her equi pment conponents
that can no | onger effectively neet custoner demand.

Consequently, we recomend that the Conpany devel op and present
to the Conmm ssion an action plan that addresses both issues- how
to manage the system until preventive naintenance prograns are
effectively inplenmented, as well as the developnment of an
effective long-term plan to identify where demand in
distribution areas is exceeding equipnent capacity and the
program the Conpany will use to upgrade its infrastructure where
t hat demand exceeds capacity.

We recommend that the Conpany formally present its plan to neet
these goals to the Comm ssion at a special neeting to be held
sonmetime during February of 2004. This will permt the Conpany
the flexibility to design its own best solutions to resolve
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these problens, but wll also hold the Conpany accountable to
its custoners for results.

1. Whether the Conpany’s Systens and Engi neering

Practices are Adequate to ldentify | nadequacies in

Distribution Infrastructure, Particularly in O der
Nei ghbor hoods

A. H story and Trends

Recurring conplaints about outages (especially extended and/or
multiple outages in the sanme neighborhood) often indicate
problems with the ability of a wutility to provide reliable
servi ce. Wiile the previous section focused on distribution
transforner outages during peak |oad periods, the historical
conplaint data suggests that the Conpany has repair issues
outside the peak period as well. Specifically, the custoners’
repair conplaints to the Conm ssion have increased 137% from
2002 through Novenber 2003. Separating the sumrer peak tinme
period (July and August) from the remainder of the year
identifies that non-peak conplaints have increased at a rate
even higher than conplaints during the July and August peak-
peri od nont hs.

Tabl e VI: Repair Conplaints During Peak and Non-Peak Tines

2003 YTD 2002 % Change
(t hrough
Nov)

Repai r conpl aints 675 161 319%
excl uding July & August
Repair conplaints in 339 266 27%
July & August
Total Repair Conpl aints 1014 427 137%
Some, but not all, of this 2003 increase is likely attributable

to the March and May stornms of 2003.

Additionally, an analysis of Comm ssion outage conplaint data
fromrecords naintained by the Consunmer Affairs organization for
fiscal years 2002-2002, 2002-2003, and the first half of fisca
year 2003-2004 identifies that chronic outage conplaints are
increasing at an alarmng rate. Staff reviewed all PSCo’s
conplaints that were coded “Repair” for these 2% years and
evaluated their content to determne if either the consuner
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indicated a
response

results of that

doubl ed between fi scal
The conpl ai nt
year 2003-2004

first half of the fisca

fiscal

problem with
i ndi cat ed
conponents was the
eval uati on
year
rate

chronic
chronic

cause of the

i ndi cate
2001- 2002 and fi scal
is on track to nore than double again for

out ages,
failure of a
consuner’s

or
conponent
concer ns.
that the conplaint
year

the Conpany

2002- 2003.

it continues at its rate during the

year.

Table VII: Repair Conplaints ldentifying Repeated Qutages
6 Mont hs of

Fi scal Year | Fiscal Year | Fiscal Year
2001- 2002 2002- 2003 2003- 2004
(July 1, 2001- (July 1, 2002- (July 1, 2003-
June 30, 2002) June 30, 2003) Dec. 31, 2004)

Total PSCo Chronic 149 301 380

Qut age Conpl ai nts

Percent |ncrease - - 102% 1529%"

During the spring summer of 2003, two areas were

particularly problematic

a nei ghbor hood

in South Denver

or
The
rate

and

parts of Centennial .3
The “South Denver” issue was officially raised to the PUC by
cust omer contacts to the Conmmission’s Consumer Affair’s
organi zation in the early sumer of 2003. Three custoners
representing two households, and a group of alnpbst 100 custoners
collectively, via a petition, sought assistance because the
Conpany was not adequately addressing their service outages.
Broadway Street on the west, Gant Street on the East, Louisiana
Avenue on the north, and Asbury Avenue on the south generally
bound this South Denver nei ghborhood.

I ndi vi dual custonmers contacting State Representative Lauri C app
initiated the Centennial issue after the Mther’'s Day Wekend
stormin May 2003. Representative Clapp, as an advocate for her
constituents, contacted the PUC Director to request his
assistance in expediting restoration efforts. Sonme of her

3 Cal cul ated as ((380x2)-301)/301 based on an assunption that outages
in the second 6-nmonth period will equal the outages during the first 6-
nont h peri od.

% This is similar to a problemthat occurred in the Bonnie Brae

nei ghbor hood during 2002. A review of PUC External Affairs files
during July and August of 2002 identified approximately 46 of PSCo’ s
customers in the nei ghborhood conpl ai ned about service outages. Most,
if not all, of these conplaints were generated when portions of PSCo’ s
distribution systemfailed during hot weather.
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constituents were facing financial |oss from food itens thaw ng
due to a lack of power to their freezers. O hers faced
energency nedical conditions with a loss of power to the hone.
O hers sinply felt frustrated with the recurring outage problens
in their neighborhood.

The data gathered on these two nei ghborhoods is enlightening and
expl ained nmore fully in the follow ng subsections.

B. The South Denver Custoners’ Experience

As stated previously the “South Denver” issue was raised to the
PUC by customer contacts in the early sumer of 2003. Thr ee
custoners representing two households and a group of alnobst 100
custoners collectively, via a petition, sought assistance from
the PUC because the Conpany was not adequately addressing the
i ssue.

The first of the three custoners contacted the PUC s Consuner
Affair’s organi zation on May 30, 2003. Inquiries by PUC Staff
to the executive office of the Conpany identified that the
custonmer had 11 outages from April 16, 2002 until July 8, 2003.
Six of those 11 outages were classified as nonentary outages
(less than one mnute). Based on PSCo’s response to the PUC
inquiry, three of these six nonentary outages were attributed to
either lightning and thunderstorns or wind. The renmining three

nmonmentary outages were classified with the cause unknown. o
the five remai ning non-nonentary outages, all were classified as
fuse 05/56 with the corrective action on all to re-fuse. For

these five outages, the clearance tinme ranged from 81 mnutes to
1,880 mnutes, wth an average clearance tinme of over two
hours. 3’

As a result of the Consunmer Affair’s informal investigation for
this custonmer, the Conpany committed in a July 9, 2003 letter to
the staff nmenber to patrol the custoner’s area to prevent anim
and weather interference. A staff nenber transmtted this
information to the custoner on July 10, 2003. However, the
custoner further contacted the staff nenber on Septenber 6, 2003
identifying continued problens and indicating that a neighbor
was circulating a petition on power outages. The letter stated:

3" This calculation of two hours includes a clearance tine of 157

m nutes on April 24, 2003 that was reported initially in PSCo' s
response as 1,570 nminutes. Validation against the neighbor’s outage
history report indicates only 157 mnutes. 1In response to Staff audit
t he Conpany confirmed that the correct duration tine was 157 ni nutes,
not 1,570 due to an input error by Company personnel
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“My neighbors and | have experienced an unreasonabl e
nunber of power outages during the period 2000 to
present . These outages are in excess of one per
nont h.

“Xcel states that many of these failures are cause
(sic) by squirrels, trees, or weather. An in depth
ook, | believe wll reveal that npbst outages are
cause (sic) by equipnent failure, due to inadequate
and insufficient maintenance and |ack of resources
provi ded by the corporation.

oo Now back to ny problem at [address renoved].
| believe and ny investigation shows that the high

vol tage transformer at Jewell and Acoma Streets in
South Denver is badly over | oaded. It has no
tolerance and trips a live circuit resulting in an
outage to the entire neighborhood it supplies. It is

al ways the sanme houses, sane traffic lights, etc.

“The transformer referred to above needs replacing
with one with the capacity to handle the larger |oad
and the distribution network may need reworki ng.

“During several outages in our area, |’'ve been able to
talk to Xcel people in Wsconsin and M nnesota about
the location of the fault. Al most always the
transforner at Jewell and Acoma is listed as the

reason for the outage.”

The other two custoners (representing one househol d) presented a
petition to David M WIks, President of Xcel’'s Energy Supply
market unit with a copy to both Directors Smth and Reif along
with a nunber of legislative, media, and Conpany contacts on
Septenber 8, 2003. The petition included signatures of
residents in the 1300 through 1600 blocks of South Sherman
Street and South Grant Street and also a few businesses |ocated
on Sout h Broadway between those two streets.

The outage history report for these custonmers indicated 11
outages from March 17, 2003 through October 8, 2003. Two of
those 11 outages were classified as nonmentary outages (less than
one mnute). One of these was attributed to lightning and
t hunderstorns with a breaker trip and re-fused (June 17, 2003);
the other was also classified as breaker trip and re-fuse but
wi th cause unknown. O the nine non-nonentary outages, all were
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identified as fuse 05/56 with the corrective action on all to
re-fuse and attributed to weather or cause unknown. For these
nine outages, the clearance tine ranged from 134 mnutes to
1,880 mnutes, with an average clearance tinme of 2.7 hours.

In addition to problenms simlar to the first custoner, the
second custoners’ letter identified issues with PSCo’s custoner
service and its followthrough on promses nade to its
custoners. Particularly troublesone are the foll ow ng:

A custonmer service representative commtted in March to
have a manager contact the custonmer and that did not occur;

e The Conpany assured the custoner in early June that the
transforner had been replaced and that did not occur; and

« A Conpany representative whom they finally talked with on
August 31 commtted to check out the situation with his
engi neers and get back to the custoner within a week and
that return contact did not occur.

The investigation into this issue basically confirns the
custoners’ allegations that the Conpany was aware of the problem
and did not take adequate actions to resolve the problem The
Conpany’ s response states:

“Due to frequent outage conplaints, PSCo |inenen
patroll ed the neighborhood during the last week in
May. The result was an order to Vegetati on Managenent
to trimtrees in one location and an order to repair a
cross arm at anot her | ocation.

“Conplaints from the neighborhood continued and on
8/4/03 Work Request (“WR") #6005 (At t achnent
Reliability8-2. A1) was <created to replace severa
Cross arns.

“On 8/20/03, PSCo's Area Engineering patrolled the
nei ghbor hood again and WR #6156 (At t achnent
Reliability8-2. A2) was created to repair a transforner
wi th a burnt bushing.

“When it becanme apparent that previous patrol efforts
had not discovered the root cause of the problem Area
Engi neering requested on 9/05/03 that the Line
Department re-patrol the area. A lineman inspected
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the area and returned with notes containing custoner
comments and some additional repair suggestions. WR
#6778 (Attachnment Reliability8-2.A3) specified that a
crew should inspect all B phase insulators and other
equi pnent on every pole from the air using a bucket
truck and repair all problens found.”

It appears from docunentation provided that the original
commtnment to the custoner (in May) to replace a cross arm was

not conpleted until after multiple additional conplaints were
recei ved. In response to Staff audit requesting the Conpany
provide all docunments that show the extent of investnents,

measured in dollars, PSCo/ Xcel made in the |last year to prevent
reoccurrences of outages in this neighborhood, the Conpany’s
response only showed investnments occurring after August 20, 2003
with the majority of dollars spent during Septenber 2003. The
Conpany ultimately replaced five cross arns, 2 transforners, 25
primary glass insulators, five lightning arrestors, and added
wildlife protection.

It also appears that despite the Conpany’'s commtnent to the
first custoner to patrol the area during July to prevent ani nal
and weather interference, the activity to address these issues
did not begin until |ate August and was not conplete until |ate
Sept enber .

Summarizing the history for fuse 05/56 based on these two
custoners’ outage histories identifies that this fuse blew 11
times from April 16, 2002 until OCctober 8, 2003 (a period of
slightly less than 17 nonths), which in Staff’s and OCC s
assessnents are a denonstration of inadequate service. I t
certainly is outside the Conpany’s new proposed standard to
review equipnent failures causing three or nore interruptions
within a year.

Further, it is not apparent why necessary repairs, especially
repairs such as replacing “old brown glass insulators” and
replacing “many old brown arrestors” (enphasis in original),?38

shoul d require Conpany personnel on-site four tinmes and why it
shoul d take from May to Septenber to get fixed. Wile it nay be
that weather and animal activities caused the initial outage,
continued re-fusing and patrolling doesn’'t appear to be an
effective way of solving the problem

38 PSCo response to Reliability8-2. A3, handwitten page 4 of 4.
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C. The Centenni al Custoners’ Experience

The issue related to Centennial custonmers was first brought to
the attention of the PUC when State Representative Lauri C app
contacted M. Smth, Director of the PUC followi ng the storm on
Mot her’ s Day weekend in May 2003.

Representative Cl app, along with many of her neighbors, had been
w t hout power for days during the Mdither’'s Day storm Typi ca

of spring snowstorns in Colorado, the snow was heavy and wet
wi th noisture. Newspaper accounts reported seven inches of snow
t hroughout the netropolitan Denver area.

This Mther’'s Day storm was the second tine in less than two
nmonths that nany of these custoners were wthout service for

mul tiple days. During March of 2003 (March) a mjor storm
caused an accurulation of approximately three feet of snow
accurrul ation throughout the netropolitan area. During this

March storm many of these sane custoners were w thout power for
2-4 days.

Representative Capp’'s issue was escalated to the executive
of fices of the Conpany. Subsequent to restoration of power to
the custoners, the Conpany nmet wth Representative C app
Conmi ssion Staff and OCC to discuss service issues in
Cent enni al .

As a result of these and subsequent discussions, the Conpany’s
executive level personnel agreed to attend a neighborhood
nmeeting for Centennial custoners to directly address custoners
concerns. In preparation for the neeting, the Conpany initiated
a postcard type questionnaire to customers in the nei ghborhood
to solicit issues inpacting the nei ghborhood.

The issues identified in response to the questionnaire, while
focused on the March and May stornms, included other issues as
well. The custoners’ concerns included:

1) Failures in the Restoration Process During the March and May
St or ns:

e Tine to restore service was excessive during storm

* Restoration prioritization inconsistent with Conpany policy
- entire blocks remai ned out for multiple days;

e Conpany’s recording of outages is inconsistent wth
custoners’ experiences;
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» Excessive restoration times cause |oss of property -food
and pets;

e Credit for service interruptions should be issued; and,

e Failure to give a high priority to custonmers with energency
medi cal conditions.

2) Conmuni cation Failures During the Stornmns:

e Service representatives |ocated out-of-state were not
informed of |ocal conditions in Col orado;

* Accurate restoration tinmes were not provided;

e Customers had to contact representatives multiple tines
bef ore outages were fixed;

e The Conpany’s system had not associated the custoner’s
correct address with his/her phone nunber;

 The hold time to report outages was excessive, sonetines
measuring in hours, not mnutes.

3) General Concerns of the Custoners:

 Time to restore service is excessive, even wthout storm
condi ti ons;

e Qutage frequency is excessive, even W thout storm
condi ti ons;

» Reasonable and |ogical explanations of the immed ate
probl em are not provided (squirrels cannot cause that nmuch
damage; our lines are underground so the Conpany’s
explanation that tree branches are the cause doesn't nmake
sense; storm conditions cannot be the sole cause because we
have outages beyond the storm) and the recording of those
probl ens is suspect;

e Quality of repair work is bad.

| medi ately after the Conpany’s initial di scussion wth
Representative C app, the Conpany internally began investigating
the causes of the extended outages for the Centennial custoners.

In the course of that investigation, the Conpany discovered that

m scoded custoner information in parts of Centennial was a major
contributing factor to the outage times experienced by these
custoners. The Conpany also initiated action to nodify sone of

its internal practices to address custoner concerns. Each of

t hese is discussed in succeedi ng sub-sections of the Report.

32



1) Failures in the Restoration Process During the March and My
St orns

The Conpany’s goal in restoring power to custoners is to repair
power lines and equi pnent as safely and as rapidly as possible.
The Conpany’s policy in restoring power is to give top priority
to situations that threaten public safety, such as downed power
W res. The Conpany then prioritizes repairs based on what
actions will restore power to the largest nunber of custoners
most qui ckly. 3

In general the Conpany repairs transmission lines first because
they serve the |argest nunber of custoners. These hi gh-vol t age
lines carry electricity in bulk from the power plants to
regi onal substation that may serve one or nore comunities.
Feeder |lines, nmgjor power lines that serve thousands of
custoners, are generally repaired next. The Conpany then
prioritizes tap lines, which serve residential neighborhoods and
busi nesses and serve from 40 to several hundred custoners. The
| onest priority, in general, is given to individual service
wires, which carry power froma tap line to a home or business. *

In addition, as a backstop to these general restoration
gui delines, the Conmpany has internal procedures for custoners
experienci ng extended outages. \Wien a custoner reports that he
or she is experiencing an extended outage, that call is routed
to a custoner service representative. The representative
verifies that an outage report has been generated, and checks
the status of the previous order in the Conmpany s Custoner
Information System (CI'S), which tracks custoners’ contacts wth
the Conpany. If an order was sent, the representative contacts
its resource nmanagenent organi zation to gather further
information regarding the event and it places a call to the
appropriate Control Center® to determine the status of the job
Based on the judgnent of the Control Center personnel, the
extended outage order nmy be prioritized above outages that
inpach a larger group of custoners but have a shorter duration
tine.

These restoration procedures (both general and extended outage
reports) are highly dependent on the accuracy of the Conpany’s

3% PSCo response to Reliability6-8.All.

40 | pj d.

4l The Control Center is the work unit that dispatches technicians to
fix problens.

42 PSCo response to Reliability3-1.
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records that map the Conpany’s transm ssion |ines, feeder |ines,
tap lines and service lines to custoner |ocations. If the
custonmer location is incorrectly mapped or if a feeder or tap
line is inaccurately coded as an individual service |ine rather
than as a tap or feeder line, the Conpany may incorrectly
prioritize the service restoration.

The Conmpany currently uses “Power On” Qutage Managenent System
(OVB) as its conputer application tool to geographically |ocate
and analyze electric service outages. It integrates or
“connects” data from the Conpany’ s Geographic Information System
(dS) and address information from its Custoner |Information
System (ClS).* The GS system in turn, is a database that
relates physical equipnent in the field (circuit breakers in
substations, transformers, fuses, switches, re-closers, primry
opens, etc.) to geographic |ocations.

However, during both the Mdther’'s Day Storm and the March storm
i naccuracies in the Conpany’s OM5 system directly contributed to
degraded outage response tine in the Centennial area. Two
separate and distinct issues contributed to the degraded
responiF time: inaccuracies in the OVS database and un-I|ocated
cal | s.

The first issue, inaccuracies in the OVS database, contributed
to the nmore than 1,956 trouble calls from the Centennial area
al one during March 2003 and nore than 2,208 trouble calls during
May 2003. OWVB did not recogni ze that sonme reported outages were
in the sane general area because the OMS connectivity process
i ndi cated these outages were single custoner in nature. Si ngl e
reports of outages were assigned a low priority. As a result,
OVs could not and did not aggregate the reported outages and
predi ct a probable device that caused the outage. Consequently,
a low priority was assigned to these outages and the outages
were responded to only after all other feeder, tap and
transformer outages were repaired.®

The second issue, un-located calls, also contributed to degraded
response time. Incorrect G S mapping or incorrect outage call
information created instances of outages being un-I|ocated. The
total nunber of wun-located trouble calls from Centennial in
March 2003 was two. The total nunber of un-located calls from
Centennial in May was 15.4°

4% PSCo response to Reliability7-1.
44 PSCo response to Reliability7-4.
4 PSCo response to Reliability7-4.
4 PSCo response to Reliability7-4.
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It should be noted that the above call counts are likely
significantly understated because they do not include records
that were |ost when OVE system resets were perfornmed on March
19, March 25, and May 13N A system reset w pes the database
clean clearing out all existing records, specifically those that
have not been closed and archived to history. On the dates
noted, OVB became overloaded with trouble calls.* This overload
degraded the systemto the point that it becane unusable by PSCo
personnel. The reset was necessary to free up system resources
to allow the dispatchers to effectively use the system

In addition to the problens identified in the Conpany’s OVS, the
normal extended outage procedures were not followed during the

Mot her’s Day storm During the storm there were too many
orders to use the normal process for custoners experiencing
ext ended out ages. I nstead, these orders were faxed to the

Control Center and were nmanually analyzed to verify the cause of
the extended outages. VWhile this break down in extended outage
procedures may have contributed to the degraded response tine,
it is unclear how nuch nore chaos this added to the Control
Center during the Mother’'s Day stormafter the OVB was reset.*®

Subsequent to the Mther’s Day storm and discussions of the
Centennial outages, the Conpany reviewed and nodified its
procedures related to the @S. During the nonth of May 2003, a
team of 10 people checked every GS circuit for connectivity
errors. The analysis increased the nunmber of custoners
connected to each circuit.? As a result the outage m nutes
reported to the PUC prior to this *“connectivity” review are
understated. However, the nmagnitude of the understatenent is at
i ssue.

Upon additional review, PSCo representatives acknow edged that
the problens related to OVS were not unique to the Centennial
area.*® The detected problens include: when a circuit is added
or nodified in the GS, the connectivity between equipnment and
custoner elements does not always build out properly; part of a
circuit may not be conpletely built out; and the outage
prediction feature may fail if multiple pathways back to the

4" The Conpany believes that many of these calls were repeat calls.
However, Staff can neither confirmnor dispute that belief at this
point in tine.

48 PSCo response to Reliability3-3.

4 PSCo response to Reliability7-5.

%0 PSCo response to Reliability7-9.
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substation source are created due to revisions to existing
circuits or the addition of new circuits. >

In addition to the May 2003 review for connectivity errors, the
Conmpany has added a new analysis tool on a limted basis to test

the G S connectivity nodel. The tool traces an entire circuit
wi thout as nuch human intervention, which makes it easier to
detect and resolve errors. However, the Conpany uses it on a

limted basis because it takes nore tine.®?

The inaccuracies in the Conpany’'s systens are particularly

t roubl i ng. If the basic equipnment and custoner information
coded in the systens are not accurate, the Conpany’s trouble
restoration will be both ineffective and inefficient and wll

likely result in unnecessary outage nminutes for PSCo custoners.
In addition to degrading custoner restoration tinmes, inaccurate
dat abase information inpedes the analysis to determ ne why
repeat distribution outages occur and nmay result in inaccurate
remedi es t hrough the existing QSP

Equally troubling is the veracity of the Conpany’s OM5 system as
evi denced by “resetting” the system on March 19, Mrch 25, and
May 13'".%  On May 10, prior to resetting the system PSCo
docunent ati on suggests that the OVS system was operating 5.5
hours behind neaning accurate and tinely prioritization and
outage information was backed up for 5.5 hours. > Wi | e
Col orado customers in sone areas of the state nay agree that the
March of 2003 storm was unusual, Col orado custoners would |ikely
classify the Mther’'s Day storm as typical of Colorado spring
st or ns. If PSCo’'s system cannot nanage the call volunme from a
typi cal spring Colorado storm the OV system my Dbe
i nadequately sized.

The Conpany stress-tested the OV system in February 2003.
Wile the Conpany was able to provide a copy of the test
procedures used to stress test the system and while the Conpany
states that the results were acceptable to the testing team and
the “user community”>, no criteria for “pass” or “fail” was
included as part of the testing procedures, no basis for the

vol unes tested was provided, and no docunented test results were

! PSCo response to Reliability7-10.

52 PSCo response to Reliability7-6.

53 PSCo response to Reliability7-4.

% PSCo response Attachment Reliability7-15. A2, email message at 1:54PM
 staff is seeking clarification of the “user-community”, as Staff is
unsure exactly who the “user-comunity” represents.
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mai ntai ned for external review > (See Attachnment 4) In Staff’s
and OCC s assessnent, such a testing process does not conport
with accepted testing nethods for any system let alone a system
so critically inmportant to the Conpany’s day-to-day operations.

The test included generating 2200 calls in 30 mnutes to the
system and running the test for several hours.?® During the
timeframe from May 9, 2003 through My 13, 2003, there were
41,663 outage calls originating in Colorado. These 41,663 calls
represented about 51 percent of the total calls the Conpany
received during this same period.*® The Conmpany has infornmally
indicated that it has nodified the structure of the system to
relieve congestion, but has not provided data to denonstrate
that its nodifications allow it to effectively operate when
cust oner contact vol unes are high.

In addition to the frustrations expressed by the Centennial
custoners, nmany may have suffered financial hardship directly or
indirectly as a result of the extended outages. Staff attenpted
to contact Centennial customers in |ate Decenber as part of this
inquiry. As part of those contacts, Staff asked the responding
custoners if they had filed clainms with the Conpany for damage
restitution. Most indicated that they had not. O those who
initially expressed interest in filing a claim nost said the
requi renents were either overwhelmng or required docunentation
that they had not retained. The one custoner respondi ng who had
filed a claimindicated that the claimwas denied due to | ack of
sufficient docunentation.

2) Communi cation Failures During the Storns

Custoners from Centennial also indicated that they did not
receive accurate estinmated restoration tinme infornation.

Wen a custoner i nquires about an outage, a custoner
representative queries the OVMS to determne if there is a
reported outage at the custoner address. If there is an outage

the representative can view a field titled “Estinmted Repair
Time” (ERT) and the order status, which has three designated
fields (unassigned, dispatched and arrived). The representative
is also able to view the date and tinme a trouble order was
initiated and dispatcher comments. The ERT field is calculated
based on custoner call patterns and a probable outage source
devi ce. If a field technician believes it is going to take a

56 PSCo response to Reliability7-7.
>’ PSCo response to Reliability7-7.
%8 PSCo response to Reliability4-2.
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| onger anmount of time to restore service than predicted by the
OVS, the technician can have the dispatcher update the ERT
field. However, the OM5 does not notify the representative
regardi ng updated ERTs. The representative nust query the
systemto find an updated tine.>°

Prior to May 29, 2003, all outages in the Denver netro area were
assigned a four-hour restoration estimate except during high
out age vol une periods. During these high vol une outage days the
Conmpany used “threshold” estimates of repair time to provide
customer service representatives with a general idea of how | ong
crews were taking to make repairs. Control Center personnel
determ ned the threshold by analyzing the outage data, including
the nunber of escalated outages and the nunber of feeder, tap
and transformer outages. Hi storically, the thresholds were
defined as:

e Threshold 1 = Up to 8 hours;
e Threshold 2 = Up to 16 hours;
e Threshold 3 = Up to 24 hours; and,

* Threshold 4 = Geater than 24 hours (Qutl ook update provide
estimated repair tine).®

Staff and OCC conclude that the OMS problens described in the
previ ous subsecti on significantly contri but ed to t he
m sconmmuni cation during the March and Mother’s Day storns. \Wen
the OVWS system was reset, key information used to establish
estimated repair tines was |ost. If this information was not
avai | abl e, custoner representatives viewng the ERT field in the
system were viewing tinmes estimated on inaccurate and inconplete
data and consequent |y may have m si nf or med cust oners.
Consequently, it is difficult to evaluate whether the historica
threshold system used by PSCo is inherently flawed based on the
Cent enni al experience or whether the OVS problens conpounded the
conmmruni cati on pr obl ens beyond t he control of t he
representatives.

Subsequent to My 29, 2003 the Conpany nodified its practices
relating to reporting of esti mat ed restoration tinmes.
Subsequent to May 29, 2003, all outages except high outage
vol une periods in the Denver netro area are assigned restoration
estimtes based on a table that uses historical data and the
| evel of predicted outages (feeder, tap, transfornmer, single
custoner) rather than assigning a standard four-hour estinmate

% PSCo response to Reliability7-11.
80 PSCo responses Reliability7-12 and 7-13.
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These estimates identify a range of restoration tines from two
to five hours, depending upon time-of-day, weekend or holiday,
and type of equipnent (re-closer, sectionalizer or fuse,
transfornmer, or single). These estimates are nmade available to
the CIS so that custonmers can receive an estimate via the
Integrated Voice Response (IVR) or a customer representative.
The threshold process described earlier was still used for high
out age vol ume days. °!

In an effort to inprove the information conveyed to custoners,
the Conmpany has also added an alarm feature within OVS to
automatically alert dispatchers when an existing outage job is
nearing its estimated restoration tine. This alarm alerts the
di spatcher to wupdate the estimted restoration tine in QVB
After the dispatcher updates the estinated restoration tinme, the
custoners can receive the updated tinme information either via
the 1 VR or a custoner representative. ®

In Septenber 2003, PSCo discontinued use of the threshold
process for high outage volune days because it believed the

bl anket restoration esti mat es wer e not opti m zi ng its
conmuni cations wth its custoners. Now, the Control Center
sends specific information including the communities involved
and an estimated repair tine to the Call Center via email. The

Conmpany believes that the new process allows PSCo to |ocalize
the estimates to outage |ocations rather than applying blanket
estimates to the entire netropolitan area. ®

Centennial custonmers were also frustrated with the lack of
Col orado | ocation-specific knowl edge denonstrated by custoner
representatives |ocated outside of Colorado. It is Staff’s and
OCC s understanding from di scussions w th Conpany personnel that
the Conpany is evaluating ways to effectively share Colorado
weat her information with its renotely located call centers. e
recoomend that the Conpany detail this in its February
presentation to the Conm ssion.

Centenni al custoners al so expressed concerns that the Conpany’s
outage records are inconsistent with custoners’ experiences.
The OMS problens (both “connectivity” errors and the system
resets) contributed to discrepancies. However, the OVS probl ens
may not be the only problem as is discussed later in this
report.

61 PSCo response to Reliability7-13 and Attachment 7-13. Al.
62 PSCo response to Reliability7-13.
6 PSCo response to Reliability7-13.
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Finally, a critical issue evaluated was the effectiveness of the
Conmpany’s comunication with critical care custoners and wth
life support custoners. When a commercial custoner that offers
essential nedical services requests electric service from PSCo,
the Conmpany identifies the custoner as a “Critical Care”
custoner based on the services that the custoner provides.

Residential custoners nust mneke application with PSCo to be
designated a “Life Support” custoner. After the application is
received, the Conpany sends a letter with a verification form
instructing the customer to deliver the form to the custoner’s
health care provider. The provider or the custoner then sends
the form to the Conmpany and the nedical equipnent described in
the form is conpared to a |ist of approved Ilife support
equi pnent . I f the support equipnment is on the approved Iist,
the custoner is designated as a “Life Support” custoner. The
designation is re-verified annually in the sanme manner as the
original verification.® As of COctober 2003, the Conpany has 611
Li fe Support custoners. ®

Conmpany enployees in the call centers, credit departnents, field
collections departnents, and personal account representatives
inform customers of the Critical Care and Life Support
desi gnat i ons. Agenci es providing energy assistance that work
directly with the account representatives also inform custoners
of these designations. °°

The Conpany’s CIS system has a screen devoted to identifying
Li fe Support custoners and can be viewed by all customer service
representatives. In addition, a Life Support Seal on the
electric neter housing identifies Life Support custoners at the
cust omer | ocation.®

Wen a “Critical Care” or “Life Support” custonmer calls in and
reports an outage either through the integrated voiced response
system or through a ~custoner service representative, the
designation in CIS is automatically transferred to the Control
Center through QVS. In this case the trouble order is flagged
as affecting a Critical Care/Life Support customer.®8

The Conpany’s processes do not detect a Critical Care or Life
Support designation when a custonmer in close proximty to a

8 PSCo response to Reliability 7-18.
8 PSCo response to Reliability7-22.
66 PSCo response to Reliability7-19.
7 PSCo response to Reliability7-16.
% PSCo response to Reliability7-16.
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Critical Care or Life Support customer makes an outage call.®
Wiile customer service representatives have a listing of
energency services for all major cities, there is no link from
the custoner representative to the 911 systenf® and PSCo has no
formal procedure for conmunicating to energency agencies that a
Critical Care or Life Support custoner may be at risk from a
power outage.’* Critical Care and Life Support customers are not
notified about changes in estinmated restoration time. "

Based upon the answers to audit questions, there are specific
concerns about procedures PSCo enploys to conmunicate with and
to provide expedited reconnection to customers at risk. These
concerns include:

e It is wunclear that custonmers know how to get placed on
PSCo’s Critical Care and Life Support |ist.

e It is wunclear what process is used for contacts wth
energency agencies when Critical Care or Life Support
custoners are at risk froma power outage.

e It is unclear i f PSCo has appropriate contingency
procedures to address Critical Care and Life Support
custonmers in the event its OM5 or CI'S systens fail.

e It is wunclear if PSCo has appropriate procedures for
Critical Care and Life Support custoners when the Conpany
expects extended outages to occur or when the time of an
out age i s extended.

The Conpany has reviewed and changed some of its practices
concerning comunications with critical care custoners but has
not yet provided details of those changes.

It is recoomended that the Conpany be required to nake avail able
for the Commssion’s, Staff’s, and OCC s review any nodified
practices concerning comrunications with critical care customers
and custonmers on life support and to address the specific
concerns above. W reconmend that, if necessary, this report on
the i ssue should be supplenented after that review

3) CGeneral Concerns of the Customers:

In addition to the specific concerns related to the storns,
Cent enni al custoners expressed significant concerns not directly

8 PSCo response to Reliability7-17.
0 PSCo response to Reliability7-20.
" PSCo response to Reliability7-21.
2 PSCo response to Reliability7-23.
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related to the storm As stated previously, these concerns
included: tinme to restore service is excessive, even wthout
storm conditions; outage frequency is excessive, even wthout
storm conditions; reasonable and |ogical explanations of the
i mredi ate problem are not provided and the recording of those
probl ens is suspect; and, the quality of repair work is bad.

These concerns are virtually identical to the concerns expressed
by the South Denver nei ghborhood, which were discussed in detai
pevi ousl y.

As part of the inquiry, Staff contacted the three individual
menbers of the South Denver customers and a sanple of the
Cent enni al customers’ by phone survey in |late Decenber of 2003
to ascertain if the Conpany had tried to followup with these
custoners after the Centennial neeting to ensure that the
custoners’ concerns had been resol ved.

The contacted South Denver custonmers indicated that they had
received correspondence from the Conpany, but that the
correspondence did not identify what specifically was fixed.
These custoners reported that there had been no significant
out ages since Septenber 2003 subsequent to the Conpany’s repair
activities, which corrected a nunber of problens.

For the Centennial custonmers responding to the Staff’s phone
survey, the results are as foll ows:

® Based on custoner contacts identified in PSCo’s response to
Reliability6-9.
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Table VII1: Staff Survey of Centennial Custoners

Par anet er Statistics

The percentage of custoners contacted
by Conpany after July 29, 2003 43%
Cent enni al Town Meeti ng

The percentage of custonmers reporting
t he Conpany provided thema plan to 22%
fix the problens)

After the town neeting, the
per cent age of customers reporting
t hat servi ce was:

Better 62%
Wor se 0%
Sane 24%
Too Early to Tell 14%

The general reaction of the Centennial custoners was that after
the Town Meeting, the Conpany did not contact themto identify how
the problenms were specifically fixed. Some contacted said that
the frequency or duration of outages had dim ni shed, but that they
were unsure if it was due to decreased |oads or because the
Conmpany had actually fixed the underlying probl ens.

In summary, Staff and OCC conclude that the Conpany’s response
to custonmer concerns in South Denver and parts of Centennial
identify that the Conpany is, at least in sone cases, not
adequately identifying and responding to recurring and extended
out ages by custoners w thout intervention by external advocates.

It is not clear if the Conpany’s responses in South Denver and
parts of Centennial are isolated events; however, the history of
increased repair conplaints to the Comm ssion and the outage
frequency of custoners initiating those conplaints suggests that
executive level intervention in this area is necessary. Revi ew
of Commission conplaints™ related to chronic outages indicates
that other neighborhoods in addition to the South Denver and
Centennial areas reported chronic outage concerns. These
nei ghbor hoods i nclude: Denver- Bonnie Brae, Belcaro, and near
3600 South Holly Street and 4600 Yosemite Street; Aurora- areas
of South Hannibal Street and East Center Avenue; Arvada- West

“ FromJuly 1, 2001 through Decenber 31, 2003.

43



839 Avenue and West 75'" Place: Westminster- Wst 92" Avenue:
Gol den- West 60'" Avenue, and Littleton- Sundown Ridge.

While the Conpany’s 2004 Reliability Action Plan for Col orado
(discussed in the previous Section) suggests that the Conpany
may now be trying to focus additional resources on “frequent
outage” situations, it is not clear that the Conpany isn't
pulling resources from the proactive transformer replacenent
program to push this new effort, rather than doing both and
resol ving bot h. Unl ess the Conpany can convince the Conmmi ssion
that it can do both effectively, we recommend that the
Comm ssion require the third-party engineering assessnent
descri bed bel ow.

To resolve these issues, we recommend that the Conm ssion
require a focused performance assessnent by an independent
third-party engineering and managenent firm at the Conpany’s
expense to evaluate the effectiveness of the Conpany’s existing
engi neering and operational practices to fix problens that are
causi ng frequent and extended custonmer outages. As part of this
assessnment, the third-party firm should evaluate whether the
Conmpany’s preventive nmaintenance practices conport wth best
i ndustry practices and should reconmend areas for inprovenent if
deficiencies are identified.

Further, we recomend that the Comm ssion use quantitative
gauges to nonitor the Conpany’ s progress and performance toward
achi eving these goal s.

PSCo should publicly present its plan to neet these goals to the
Comm ssion in February of 2004 and should provide nonthly
witten progress updates beginning in April of 2004.

[11. How PSCo Communi cates Wth Custoners During
Qut ages and Determ ne Wet her Custoners Are ReceiVving
Current and Adequate | nformation

A | nt roducti on

In order to fulfill its statutory charge of ensuring reliable
electric service the Comm ssion nust obtain reliable data that
shows the performance of the Conpany. If the data are
i naccurate, inconplete, or biased, the Comm ssion’ s decisions
may be based on a foundation of sand.
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More inportant, however, if the data are inaccurate, inconplete,
or biased, the Conpany’s decisions nmay be based on a foundation
of sand leading to bad mnmanagenent decisions and negative
custoner inpacts, thereby danmaging the public interest. It is
critical to renmenber that the information that the Conm ssion
needs to nonitor the Conpany’'s performance is the sane
information the Conpany requires to effectively manage its
busi ness. If the information that the Conpany’s custoners or
the Commission is receiving is inconplete, the Conpany’ s
managenent may al so be receiving inconplete information.

The exanple of extended outages for Centennial custonmers caused
by inaccurate or inconplete OVS data is an exanple of how
i naccurate and inconplete data in the Conpany’s systens directly
i mpacts Col orado customers. Centennial custoners indicated that
the outage information provided by the Conpany was not
consistent with their own personal experiences. Sout h Denver
custoners shared simlar experiences. In large neasure the
custoners suggested that nore outages had occurred than the
Conpany identified.

As a result of “resetting” the OVS system over Mther’s Day
weekend and during the March storm and as a result of the
i naccuracies and inconplete “connectivity” data included in the
Conmpany’ s databases, it is not surprising that custoners are
reporting outage discrepancies between their records and the
Conmpany’s records because the Conpany’ s records were incorrect
and inconplete. Wiile the Conpany’s position that records of
trouble calls to the Conpany are not inpacted by a system reset
in OB is correct,’”™ it does not portray the entire picture. The
OV5 system creates a history of any distribution equipnent
failures. Consequently, the loss of OV5 data elim nates records
of outage information that are used to provide information to
another system that then is used to report outages to the
Commi ssion and to customers. Additionally, the custoner’s
restoration priority is affected by an OVS reset.

Staff researched two other potential issues related to data
di screpancies in conjunction wth this inquiry. First, in md-
July of 2003, Staff analysts at the Conmi ssion had infornmal
di scussions with the Supervisor of the Comm ssion’s Consuner
Affair’s wunit, who indicated that an increasing nunber of
custoners who had contacted the PUC believed the Conpany’s
records of system outages were inconplete and inaccurate. As a
result of these informal discussions, the Supervisor agreed to

> PSCo response to Reliability7-4.
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flag and track customer conmments related to this issue for a
defined period of tinme.

Second, on August 4, 2003, the Ofice of the Attorney Genera
(MN QAG and the Department of Commerce (MN DOC) in M nnesota
submtted to the Mnnesota Public Uilities Comm ssion (MPUC) a
third-party audit of Xcel’'s service quality reporting records by
Fraudw se, a division of the accounting firmof Eide Bailly LLP
It was wunclear if the systens and nethods, practices and
procedures used by NSP to report outage information were simlar
or identical to systenms and nethods, practices and procedures
used by PSCo. It was also unclear whether PSCo’ s operations
m ght be simlarly inpacted by the Fraudw se audit.

These two issues are addressed in subsequent subsections of this
report.

B. Data From Consuner Affairs Unit

As indicated previously, the Supervisor of the Conmm ssion’s
Consuner Affairs organization began in md-July 2003 to flag and
track custonmer comrents regarding PSCo’s electric outage records
for a period of tine.

In a typical conplaint the custoner contacts the PUC regarding
chronic and/or |lengthy electric outages that have negatively
affected a residence or business. As is practice pursuant to 4
CCR-723-3-16, the Conpany responds to the PUC inquiry wth
requested information about specific outages, and usually
i ncl udes outage history reports when avail abl e or appropriate.

In correspondence to a nenber of the inquiry team the
Supervi sor identified the problemas foll ows:

“I'n what | would characterize as a significant nunber
of cases filed since md-My, custoners were conpelled
to re-contact the PUC following their review of the
outage and/or repair information provided by Xcel to

the PUC The followup alnost always disputes the
Xcel record as being inaccurate to the benefit of the
Conpany.”

In situations such as these, a PUC conplaint specialist who
receives this type of followup contact inquires if the custoner
would like to file an addendum to the inquiry with the Conpany
regarding the record. In cases where the customer requests
further information the specialist opens an addendum and
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i nquires further. In nost cases the custoner does not request
further PUC inquiry, but requests that the PUC nenorialize their
di sagreenent wth the Conpany’s record.

The Supervisor also noted that the inquiries did not appear to
cone from an apparent central source, but rather from a broad
spectrum of l|ocations around the Denver netro area. The
Supervisor attached a list of 12 contact identification nunbers
from the Commssion’s internal tracking system the custoners’
names, addresses, and detailed correspondence from both the

custonmer and the Conpany. The inquiry teamis review of these
custoners’ records is summarized in the following table with the
resol utions coded bel ow Codes that wunderestinate the tine

originally reported to the custoner are identified in bold
t ypeset:

Tabl e I X: Qutage Reports — Custoner vs. Conpany

Contact | Custoner’s Report | Conpany’s Original Resul t s of
ID # of Qut ages Report of Qutages I nquiry’s Teans’
Revi ew (see code
t abl e bel ow)

52086 Cust omrer 5 out ages Code 2, Code 5
conpl ai nts about aver agi ng over 3
out ages and hours in duration
reporting; during period of

Jan. 2002 t hrough
May 2003; March
and May storns

ti mes not
identified even
t hough Conpany
correspondence to
cust oner suggested
stornms contri buted
t o out ages.

52254 Esti mat es had 4 out ages Code 3
approxi mately 15 aver agi ng over 5
non- noment ary hours in duration.
out ages during
that tine;
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Table I X2 Qutage Reports — Custoner vs.

Conpany (cont.)

Cont act
ID #

Custoner’ s Report
of Qut ages

Conmpany’s Ori gi nal
Report of Qutages

Resul t s of
I nquiry’ s Teans’
Revi ew (see code
t abl e bel ow)

52622

Lengt hy outages on
3/ 28, 3/29, 3/30,
3/31 and 5/14 not
identified in
Company’s list;
addi ti onal outage
after June al so.

5 out ages
averagi ng over 5 %
hours during
period from March
2003 t hrough June
2003; did not
I ncl ude March
st or m out age.

Code 5, Code 7,
Code 9

52839

M ssi ng March
st or m out ages of
65 Y hours and
m ssing 2" out age
on one day of 8
hours and 10
m nutes. Also
reports five
out ages | asting
nore than 3 hours
since April 2001.

2 out ages
aver agi ng over 3
hours from Jan
2003 t hrough July
2003; Di scussion
of May stormin
correspondence to
customer, but no
times identified.

Code 3, Code 6,
Code 9

52842

Power outages with
storns occur
frequently; Power
out for 4 days
during March
storm Two
addi ti onal non-
nonent ary out ages
for about 1 % and
3 hours;

2 outages with an
aver age duration
of over 3 hours
fromJan. 2003

t hrough July 2003;
One was during
Mar ch st orm but

showed out age tine
of just over 4

hour s;

Code 9
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Table I X2 Qutage Reports — Custoner vs.

Conmpany (cont.)

Contact | Custoner’s Report | Conpany’s Original Resul t s of
ID # of Qut ages Report of Qutages I nquiry’ s Teans’
Revi ew (see code
t abl e bel ow)
53090 | Original conplaint Fi el d personnel No di screpancy.
was recurring found a vol t age
power outages; regul ator that had
D sput e that been struck by
problemis fixed |lightening causing
because out ages short daily
continue to occur. out ages; One of
t he out ages was
whi | e Conpany was
repl aci ng the
regul ator; Further
patrol found re-
cl oser that was
causi ng nonentary
out ages; renoved
and sent in for
mai nt enance,
53129 Chr oni ¢ out ages; 7 out ages Code 2, Code 3,

Add’ | tines:

7/ 11/03: 2 hrs
7/ 2/ 03: 2 outages;
one for 5+ hrs;
one for 6+ hrs;
7/ 3/ 03: 3 Y% hrs;
6/ 23/ 02: 3 Y%+ hrs;
6/ 24/ 02: 3 hrs;
6/ 28/ 03: two
outages for 2 %
hrs total;

6/ 29/ 03: two
out ages for about
3 hrs total.

averagi ng over 4 %
hours each plus 5
addi ti onal
nonent ary out ages
fromJan 2003
t hrough July 2003;
Sane fuse 4 of
seven tines; other
fuse 2 of seven
tines;

Code 8
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Table I X2 Qutage Reports — Custoner vs.

Conpany (cont.)

Cont act
ID #

Custoner’ s Report
of Qut ages

Conmpany’s Ori gi nal
Report of Qutages

Resul t s of
I nquiry’ s Teans’
Revi ew (see code
t abl e bel ow)

53172

One out age showed
duration of about
5 hours, but
custorrer indicates
duration was about
15 hours.

4 out ages for
average of over 4
Y% hours;

Code 2, Code 4

53318

Cust oner di sputes
final report from
t he Conpany
because it
suggests the
transforner was
repl aced on July
15, 2003; Custoner
di scussed with
responders who
i ndi cat ed t hat
fuse was repl aced
on July 8"
troubl e again on
July 14 repl aced
wi th larger fuse
and tagged for
repl acenent ; Sane
repl acenent tag
continues to be
t here.

Conpany i ndi cat es
repl aced
transforner that
was causi ng
chroni c probl ens.

Accur acy of
conmuni cation to
customer in
di sput e;

53784

Di sputes tine on
out age | og;
Cust oner says
out age was 9
hours, not 4 hrs.

4 out ages
averagi ng al nost 5
hours during
period fromJan 1,
2002 t hrough Dec.
19, 2002
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Table I X2 Qutage Reports — Custoner vs.

Conpany (cont.)

Contact | Custoner’s Report | Conpany’s Original Resul t s of
ID # of Qut ages Report of Qutages I nquiry’ s Teans’
Revi ew (see code
t abl e bel ow)
53965 | Power outage of 16 7 out ages Code 1, Code 2
hours from 8/ 8/ 03 averagi ng over 3
t hrough 8/ 09/ 03; hours in duration
Tol d wor ked during period of
t hr oughout the August 8, 2002
ni ght, but techs |through August 10,
told custoner they 2003.
just started in
t he norni ng;
Aver ages a power
out age every two
nont hs; Cust oner
di sput es August
out age; power
restored just
after noon, not
12: 40 am as
reported by
Conpany.
54046 Custoner out for Conmpany responded | Unclear if second
about 33 hours; to outage reported |restoration was on
di sputes Conpany’s |early am on August | the 8'™" or the 9'M
time; indicates 8'". Required
not restored until |special crew which
5pm t he next day. restored service
t hat evening;
Troubl e nen
responded to
out age reported at
12: 48 pm Power
restored at 2:46
pm
M ssing outages are particularly problematic because if an
outage occurs but it is not recorded, it understates the
Conmpany’s analysis of its own outages - both frequency and
dur ati on. Further, it distorts the Conmpany’'s reporting to the
custonmer and the Conm ssion, and potentially understates the
financial renmedies given to customers as part of the Conpany’s
QSP.
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In response to apparent inconsistencies between customer’s
records of outages and PSCo records of outages, Staff requested
additional information in an effort to reconcile the outage
records. The Conpany indicated that there were several reasons
why the reports submtted to the PUC by the Conpany’s
representatives conpared to that received from the custoner did

not reconcile.’® Bottomline, Staff and OCC conclude that
custoners’ tine estinmates are nore accurate than the Conpany’s
time estimates for these outages. Hi ghlighted in bold typeset

and coded by nunber are the reasons that resulted in the
understatenment of outage mnutes to customers and to the
Comm ssion. These reasons incl ude:

1. The conplaint specialist initially only asked for a
list of all “customer conplaints” and did not ask for
a list of all outages; consequently, five outages over
a period of approximately seven nonths were not
i ncluded in the Conpany’s outage list to the PUC

2. Reports (five outages on four custoners) submtted to
the PUC were inaccurate because the Conpany had
del ayed putting the outage information into the
Ceneric Qutage Entry System (GOES) dat abase;

3. Reports (three outages for three custonmers) submtted
to the PUC were inaccurate because the Area Engi neer
responsi ble for researching outages either msread the
data in the GOES database or missed a device because
he or she was unaware that the device serving the
address had been swi tched;

4. M sunderstanding by Engineer (two outages for one
custoner) as to what he or she should extract fromthe
dat abase; he or she only extracted 2003, when the
custoner’s information also included 2002 i nfornation;

5. Conpany records (two outages for two custoners)
indicate that no outages occurred at the |listed
addresses on the dates in question and consequently
there is no outage information included in the GOES
dat abase; additionally, the Conpany’s custoner service
representative nmade general remarks indicating that he
or she contacted the custonmer (in one case by phone
in one case by mail) in response to a previous outage;

6. The Conmpany records indicate that a trouble cal
generated a single customer outage report; however,
the order was cancel ed by dispatch because a call back
to the custoner indicated that service was restored
No outage information was entered into GOES because

® PSCo’ s response to General Audit 2003 CPUC4-1.
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this appeared to be a situation in which the re-closer
oper at ed; '’

7. Conpany records in the CIS indicate that a custoner
was w thout power, but CI'S does not contain a Trouble
Order for this custoner for this date (one outage for
one custoner);

8. Conpany records indicate outage information in C'S,
but not in GOES (two outages, one custoner); the
Conmpany believes that this may be attributable to
errors associated wth manually entering outage
information into the GCES dat abase; and,

9. During the March and Mdther's Day storms, the Contro
Center personnel reset OVMS5 resulting in a loss of
start tinmes for outages that had not been cl osed.

In summary, for this small sanmple of twelve custoners, Staff and
OCC conclude that the custoners’ history of outages is nore
accurate than the information extracted from the Conpany’s
system The sanple revealed at |east twelve discrepancies
attributable to the Conpany’s systens in addition to the inpacts
from resetting the system during the March and Mther’'s Day
stornmns.

However, it is inportant to consider that this sanple for 12
custonmers is small, and is not random Rather, it was extracted
from a pool of custoners who conplained that the Conpany’s
records were not accurate or were inconplete. Consequently, it
is not appropriate from a statistical perspective to extrapolate
this inaccuracy and inconpleteness to the entirety of PSCo’ s
reported outages or to PSCo's reporting for all custoners. W
conclude that there are indicators +the Conpany’s outage
reporting to custoners and to the Commi ssion may be understated
and that additional investigation is warranted. Based on the
review and the acknow edgenents of the Conpany explained |ater
in this section, it is reasonable to recommend that additiona
reviewin this area is prudent.

It is inportant to note that during the tineframe of the joint
agency inquiry, the Conpany nodified its nethods, practices, and
procedures for tracking outage data for SAID statistics
reported to the PUC Prior to August 23, 2003, the GOES
dat abases (one for Denver/Boulder and one each for PSCo’ s
geographic regions) was the sole source of data for the SAID
statistics reported to the PUC On August 1, 2003, OVS becane

1f it is a single custoner outage report, it suggests that it is a
distribution (not a feeder) outage; consequently, it is unclear why
this type of outage woul d not be entered into the system
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the sole source of outage information for the Denver/Boul der
area for bel owfeeder’® outages. The Conpany made the change to
elimnate the manual process  of data entry for each
Denver/ Boul der outage that was not a feeder Iline. Thi s change
in PSCo's system may elimnate sone of the data disparities
goi ng-forward, but will not elimnate all such disparities.

Wiile the data validity issue needs to be further investigated,
there is a need to not |ose sight of why the outage information
is inportant. It is inportant because it is a signal that a
probl em may exist. |If frequent outages occur, there may be sone
equi pnent problens causing the outages. Staff and OCC are very
concerned that the frequency of outages identified in its review
of these custoners is excessive and supports conclusions that
the Conpany’s responsiveness to frequent and extended outages
needs i nprovenent.

C. Integrity of Information Simlar to M nnesota

As stated previously on August 4, 2003, the Mnnesota Ofice of
the Attorney Ceneral (MN OAG and the M nnesota Departnent of
Commerce (MN DOC) submitted to the Mnnesota Public Uilities
Commi ssion (MPUC) a third-party audit of Xcel's service quality
reporting records prepared by Fraudwi se, a division of the
accounting firmof Eide Bailly LLP

The audit firm concl uded:

“.the records supplied for review are unreliable and
appear to have been manipulated to ensure favorable
SAID results.”

The firmfurther concl uded:

“The overall reporting system for outages at Xcel does
not appear to be the cause of duration m sstatenents.
Probl ens have been <created by a small nunber of
enpl oyees entering inaccurate information into the
system thus resulting in unreliable outage reporting.
Throughout this investigation Fraudwi se has found Xcel
to have very dedicated enployees whose main concerns
lie in the quality of service provided by Xcel.”

® Bel ow-f eeder outages are outages on the customer-side of the
substation. These are tracked in OV5, while feeder and above out ages
are tracked separately to account for partial restoration tinmes.
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On Septenber 24, 2003, the MN DOC, MN OAG Residential Uilities
Division, and Northern States Power Conpany (NSP), d/b/a Xcel
Ener gy, collectively submtted to the MPUC a settlenent
agreenent to resolve the issues in a proceeding. It was unclear
from the information identified in the Stipulation if the
systens, nethods, practices and procedures used by NSP to report
outage informati on were the sane systens, nethods, practices and
procedures used by PSCo.

The Colorado Staff and OCC joint inquiry investigation began by
attenpting to wunderstand the differences and simlarities

between the outage reporting processes in Mnnesota and
Col or ado. First, the outage neasures reported between the
states differ. In general, the reporting requirenents in
M nnesota are greater than the requirenents in Colorado.” In
particul ar rel ated to system i nterruptions, M nnesot a

requirenents include the followng in addition to SAID and
System Average Interruption Frequency Index (SAIFI)® reporting
requi renments:

o CAIFI (Customer Average Interruption Frequency | ndex);

* Nunber of custoners experiencing six or nore repeated and
sust ai ned interruptions;

e Dollar anpbunt of custoner renedies;

e Action plans for failure to nmeet SAID, SAIFI, and CAIFI
requirenments;

e Bulk power interruption incident reporting; and,
e Worst performng circuit information by work center.

In addition to different nmeasures used by the states, different
parameters exist within the neasures. For exanple, the NSP-MWN
SAI DI calculations include outages greater than five mnutes,
i nclude secondary outages but exclude transm ssion outages.
PSCo’s SAIDl calculations for Colorado include outages greater
than one mnute, include sone transm ssion outages, but exclude
secondary out ages. Storm exclusions are calculated differently
for each state.

The systens used to gather and collect outage information also
differ between the states. The followng tables sumrarize the
simlarities and differences in the systens as identified by the

® PSCo Response to Reliability6-1. Note that the response indicates it
was provided on 8/27/02, but since the question was not presented until
August 14, 2003, it is assumed the Conpany neant 8/27/03.

8 |n Colorado, SAIFI is identified in PSCo’s QSP, but is not used to
cal cul ate financial reparations.

55



Conmpany on August 27, 2003.%8 Differences are highlighted in
bol d type.

Table X Simlarities and Differences Between M nnesota and
Col orado Metro Denver/Boul der® Bel ow Feeder Qutage Reporting
Syst ens

Denver/ Boul der Metro Areas M nnesot a
Custoner calls and reports outage to Xcel Simlar
call center;
Custoner service representative routes Simlar except use of Distribution
call to CQutage Managenment System (OVS) Di spatch System ( DDS)
where call is analyzed and job is created.
OVB job info includes tinmestanp of the Simlar but tinestanp is not used for
first custoner call along with other calculating the start tinme of SAIDI.

pertinent info. This timestanp is used for
calculating the start tinme of SAIDI.

OMS job is made accessible to a First Simlar
Responder. Job remains open in that as
addi tional calls and conments are received
fromcustoners, the priority level can
escal at e.

OVB system contains infornmation regarding Simlar
connectivity of system all ow ng
di scernnent of whether outages are commobn
to particular circuits.

A Dispatcher assigns the job to a First Simlar
Responder and the dispatch tine is
el ectronically stanped.

The First Responder initiates a standard Simlar
troubl e ticket (paper) and records the
date, address, assigned time, outage
| evel / devi ce, and other useful information
provi ded by the Di spatcher.

Upon arrival at the customer |ocation, the Simlar

First Responder records the arrival time

and begi ns the outage assessnent and the
restoration process.

If the First Responder can restore Sim lar except DDS and no notation that
service, the First Responder records the the First Responder’s tine is used in the
restored time, proper cause codes, SAI DI cal cul ati on.

confirnms the | evel of outage, and adds any
coments that are needed for clarity or
followup. The First Responder’s tine is
the time used in the SAID cal cul ati on.

81 See response to Reliability6-2. Note that the response indicates it
was provided on 8/27/02, but since the question was not presented until
August 14, 2003, it is assuned the Conpany neant 8/27/03.

8 The Metro Denver/Boul der information is collected and processed

t hrough the Qut age Managenment System O her Col orado regions are

col  ected and processed differently.
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Table X;: Simlarities and Di fferences Between M nnesota and
Col orado Metro Denver/ Boul der® Bel ow Feeder Qutage

Reporting Systens (continued)

Denver/ Boul der Metro Areas

M nnesot a

Simlar except DDS.

This restoration information is called
into the Dispatcher and recorded as part
of the OMB job. The OVE job is closed and
time-stanped in OVS.

At the end of the shift, the First
Responder turns in trouble tickets to
Del i very Managenent.

Simlar but does not identify whomthe
trouble tickets are turned into.

Later, the trouble tickets are conpared to
the OVS information. |If necessary, the
OMS information is corrected to be
consistent with the restoration tine on
the First Responder’s trouble ticket.

Later, the trouble tickets are conpared to
the DDS information, approved and filed to
the Reliability Mnitor System (REMS) thus
becom ng a part of the outage records.
Di screpancies in restoration tines, cause
codes, outage |levels, and/or other
conments can be reconciled or added at
this point. The departnment managenent or
their desi gnee does this reconciliation.
The Conmpany states that this is inportant
to provide accurate outage data including

duration, cause, |level, followup,
dat abase corrections, etc.
Simlar

If the First Responder cannot restore
service, the Dispatcher refers the job to
an area construction department or another
group to restore service using info from

the First Responder.

The area construction departnment or other
group then becones responsi ble for
restoring service to the custoner(s) and
recording the restoration tine used in
cal cul ati ng SAI DI .

The area construction departnment or other
group then becones responsi ble for
restoring service to the customner(s).
Dependi ng upon the tine of day and the day
of the week, the restore tine may or may
not be recorded by the |local area
di spatcher or control center dispatcher.
Because many of these events occur outside
of regul ar business hours, these outages
may be reconciled during the next business
day. The referred DDS job is reconciled
with info fromthe restoration crew,
approved and filed to REMS by the | ocal

area di spatcher or nanager.

8 The Metro Denver/Boul der information is collected and processed

t hrough the Qut age Managenment System
col  ected and processed differently.
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Table Xl :

Simlarities and D fferences

Bet ween M nnesota

and Col orado Feeder Qutage Reporting Systens

Denver/ Boul der Metro Areas

M nnesot a

Qutage at this |level begins when the
feeder breaker in the substation opens.
The control center personnel receive an

alarmvia the SCADA systemfromthe

substation indicating that the breaker has
opened along with the tinme of this
occurrence. |In the Denver/Boul der area,

the time stanp in SCADA is the start tine
of the SAIDI cal cul ation.

Simlar except the time stanp in SCADA is
not used.

The Di spatcher dispatches a First
Responder to begin patrolling the feeder
to locate the cause of the outage.

Sim | ar except control center
rather than a Dispatcher
function.

per sonnel
perforns the

The First Responder initiates a standard
troubl e ticket and records the feeder
nunber, assigned tinme and any ot her useful
i nfo.

Simlar.

In Denver/Boul der the Dispatcher enters a
feeder outage into OVS creating an outage
job to capture all attributes for that
respective feeder including outage tine,
customer count, etc. This QWS action al so
prevents anot her Dispatcher from
di spat chi ng bel ow f eeder outages on that
specific feeder. This is necessary
because there is no electronic tie between
the OVB and SCADA, and OMS only anal yzes
cust oner outages to bel ow feeder |evel.

DDS and control center
rather than a Dispatcher perform
t he function.

Simlar except
per sonnel

In general, the feeders are constructed in
such a manner that when a fault occurs on
sone part of the feeder there are sw tches
that can be used to isolate the faulted
section and restore service to unaffected
sections. Depending upon the situation,
t he Di spatcher usually directs the First
Responder to performthose tasks. The
result is that, in many instances, various
parts of the feeder are restored at
different tines. The First Responder
records on the trouble ticket the various
times that these switches were operated.

Sim | ar except control center personnel
rather than a Dispatcher.

In the Denver/Boul der netro area, the
Di spatcher enters the outage start and
restoration tinmes in a Request for Qutage
Report (RFO). The start time is the SCADA
time and the restoration time is fromthe
trouble ticket. 1In the Col orado
geographic area, the field trouble ticket
alone is used to create an electronic
outage record in the GCES dat abase for
reliability reporting purposes.

The control center operator then fills out
a RFO which records when various sw tches
were operated in the course of
restoration. The operator also fills out
a Di sturbance Report that captures sone of
the sanme info in addition to follow up
requi renents, substation breaker info,
restoration tinmes, percentages, etc. The
DDS job created for the feeder outage is
normal |y conmpleted using the info fromthe
RFO form and the disturbance report. The
job is then filed to REMS. %

8 REMS is Mnnesota's Reliability Monitor System
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Table XIl: Simlarities and D fferences Between M nnesota
and Col orado Final Data Quality Check and I ndices
Cal cul ati ons

Denver/ Boul der Metro Areas M nnesot a

Prior to August 2003, in the
Denver/ Boul der nmetro area, the Control
Center Manager or designee nanually
entered the OVS archived outage database
contents into the area’ s GOES dat abase.
Subsequent to August 1, 2003, the OVB
archi ve becane the sol e source of outage
information for the Denver/Boul der Metro
area for bel ow feeder outages. In each
Col orado geographi c region, trouble ticket
information is manually entered into an
area’ s individual electronic GOES
reporting database.

Prior to outage information being Sim|ar except MN PUC instead of CPUC and
submitted to the CO PUC, a data anal yst REMS i nst ead of GOES.
sorts the GOES databases to identify
outage entries that appear to be in error.
Del i very Management (or a desi gnee)

i nvestigates these outages by review ng
the avail abl e data and researching the
event. Delivery nanagenment (or a
desi gnee) may change GCES entries if there
is assurance that the entries are nade in
error. Note that the Conpany did not
identify if this changed after August 1,

2003.

To conplete the reliability indices, a To conplete the reliability indices, a

data anal yst exports the various GOES data anal yst exports the various REMS data
dat abase contents into an Access database contents into a FoxPro database where a

where a series of nacros are run to series of macros are run to generate
generate information in accordance with information in accordance with the M

the COPUC s criteria for reliability PUC s criteria for reliability reporting

reporting (e.g. nmajor storms, events (e.g. major storms, events shorter than 5

shorter than 1 minute, etc.) m nutes, etc.)

In general it appears that there are nore stringent system tine
and managenent controls in PSCo’s reporting system as conpared to
the M nnesota reporting system In particular, there appears to
be less possibility for managenent intervention to override the
system particularly post-August 2003 when the manual entry into

GOES for bel owfeeder outages was elimn nated. The use of tine-
stanps to record start tines provides a standard and comon form
of system control. However, w thout reviewng the detailed

nmet hods, practices and procedures involved in each of the
processes and without a performance audit of each system it is
difficult to judge whether one operation in practice is superior
or inferior to another.
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i ssuance of the Fraudw se report in M nnesota,
PSCo initiated an internal managenent review of its own operations
both within and outside of the Denver/Boulder netro area. PSCo
provided its docunmentation of the review supporting its non-Metro
operations. The results are summarized in the follow ng Table: 8

Subsequent to the

Table XII1: Summary of Non-Metro Qutage Tickets
Ti cket s # Tickets | Percent of Errors of Per cent of
Exani ned Found in Ti ckets Dat es or Ti ckets
Di Vi si on Error Fotyrnrdorl n Ti mes W‘o: hD-aR ge
Errors
Mount ai n 8 8 100% 4 50%
San Luis Valley 22 10 45% 6 27%
Front Range 7 6 86% 2 29%
Grand Junction 21 6 26% 1 5%
Rifle 3 3 100% 0 0%
Sterling 4 3 75% 0 0%
Fort Collins 6 1 17% 0 0%
G eel ey* NA NA NA NA NA
Tot al 71 37 52% 13 18%

* Docunent ati on probl em

No outage forns.

The error rates in the first three regions are unacceptable and
the sanple sizes are too small by area to conclude that there
are no identified problens wthin the areas. The |ack of

information for Geeley is unexplained.

The Conpany del ayed providing
I n m d- Decenber of
neeting with the Staff

review of the Metro Denver

nmetro area
speci al
own i nternal

its

2003,

revi ew of
t he Conpany
and OCC to acknow edge that
area identified that

t he Denver/ Boul der
requested a

its
its

system underreported outage tines in its reports filed with the

Comm ssi on. During the md-Decenber neeting, the Conpany
identified that a copy of its review would be forthcom ng.
Based on information shared at the Decenber neeting, the

resetting of the Conpany’s OVS during the March and Mot her’s Day

storns caused
underreporting
i nformation
are identified

explored by Staff
(OVS resets) may be limted to 2003 data,
the under-reporting also inpacts previous reporting

ti me whet her

was
in other
in this
and OCC.

sone

inquiry,

8 PSCo response to CPUCReliability 6-6.
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t hese

others need to be further

t he underreporting
i s uncl ear

at this




peri ods. The nmagnitude of the inpact has not yet been
i dentified.

In summary, we conclude concerns about not receiving adequate
and current information during winter and spring snowstorns of
2003 are legitimate. The Conpany’s normal prioritization and
di spatch activities were not possible because of the resetting
of the Conpany’s OMS and inaccurate “connectivity data”. These
di spat ch and prioritization irregularities significantly
contri buted to t he Conpany’ s inability to effectively
communi cate and respond to custoners during and subsequent to
the March and Mdther’s Day stornms of 2003. | naccurate and
i nconpl ete “connectivity” data in the Conpany’'s systens also
contributed to the extended outages in the Centennial area
during the March and Mther’'s Day storns of 2003. Thi s
“connectivity” data problem identified for the Centennial area
inpacted the entire Metro area, but is unclear how pervasive a
probl em the Metro-area inaccuracies represent.

PSCo’ s managenent may not have perforned adequate system stress
testing of the OVM5 systemto ensure that it was adequately sized

to operate under typical storm conditions. Wil e the Conpany
has recently indicated that it nodified its system to prevent
such reoccurrence, it 1is wunclear if such nodifications are
adequat e. It will likely require expertise outside the current

expertise of Staff and OCC to make an objective assessnent as to
whet her the systemis adequately sized.

In addition to system problens (resetting the OVB system during

the stornms, inconplete and inaccurate “connectivity” data),
ot her oper at i onal and admnistrative issues are likely
contributing to an understatenment of reported custoner outage
occurrences. The magnitudes of these wunderstatenents are

indetermnate at this time.

Further, and inportantly, it is unclear whether the Conpany’s
nor mal day-to-day practices to resolve frequent out age
conplaints that cust oners identify to customer service
representatives and its executive offices are adequate. Wi | e
there appears to be a process to conmunicate the problemto the
other work wunits within the Conpany, it is less clear how
solving the problem occurs after the problem has been
conmuni cat ed.

As a result of our inquiry, Staff and OCC reconmend that the

Commi ssion require a third-party performance assessnent of the
Conmpany’s OVS and related systens to ensure that the systemis
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adequately sized and sufficiently robust to accurately track and
report cust oner out ages. The review should i ncl ude
recomendations not only on the capacity of the system but also
i nternal managenent controls that should be instituted to ensure
that the data is accurate and conplete. The stress-test review
should be given top priority and nodifications imediately
inmplenented if deficiencies are identified because OVS system
performance directly inpacts the Conpany’'s ability to respond
effectively to custonmer outages.

As part of the third-party performance assessnent of the
Conmpany’s existing engineering and operational practices to
sol ve problens, the third-party firm should eval uate whether the
Conpany has sufficient procedures and resources in place to fix
recurring outage problens once those have been identified and
should recommend areas for inprovenent if deficiencies are
i dentified.

The Conpany's practices concerning comunications with critica
care custoners, and custoners on |life support systens may need
i mprovenent . Wiile the Conpany has nodified its practices
concerning communications wth critical care custoners and
custoners on life support, we have not yet had an opportunity to
t horoughly revi ew t he adequacy of those changes.

W recomend that the Conpany should nake available for the
Comm ssion’s, Staff’s and OCCs review its nodified practices
concerning conmunications wth «critical care custoners and
custoners on life support. | f necessary, Staff and OCC shoul d
supplenent this report on the issue and nmake additiona
recommendations after that review

| V. How PSCo Di spatches and Communi cates Wth Its
Repair Crews

In the course of its investigation, we have not determ ned that
the dispatch of repair crews and conmunications with these crews
is a part of the problemw th extended and frequent distribution
system out ages. Consequently, the engineering and nanagenent
assessment first needs to cover this aspect and then results can
be reviewed if deficiencies are identified.
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V. Whet her the Resources Dedicated to the Operati on and
Mai nt enance of the Distribution System Appear
Adequat e and \Wet her Adequate Capital Dollars Are
Dedi cated by PSCo to Maintain its Distribution
| nfrastructure and Refurbish this Infrastructure

A. Trends

One issue of concern is whether the distribution outages in 2002
and 2003 were a result of systematic decreases in naintenance
and investnment in PSCo’s distribution system To eval uate that
i ssue, several maintenance and distribution data points over
time, beginning with the |ast year that PSCo was a stand-al one
Conmpany (1995), and ending with the nost recent data avail able
(2002) were exam ned. The exam ned data points included annual
expenditures for tree trinmmng, line transforner nmaintenance,
overal |l distribution maintenance and annual investnent in the
di stribution system

We al so exam ned the dividend paynents from PSCo to its parent,
Xcel Energy, the equity infusions from Xcel to PSCo and the
earnings of PSCo. These data were then plotted against the
nunber of PSCo custonmers each year, to see if any trends were
apparent. The raw data are set forth in Chart I.

Chart 1. Raw Data
Raw Dat a
vear | qThet,y Transtormer Otriotion e customers Bvidends to | Eaily  garnings (FE
Mai nt enance Addi ti ons

1995 |$6, 738, 099 $82, 696 $23, 142,012 $95, 163,951 1, 092, 820 $188, 473, 306

1996 |$6,439,915  $104, 190 $22,918, 847 $82,368,351 1,119, 297 $214, 897, 836

1997 |$6,613,690  $176, 487 $24,174,024 $152, 280, 863 1, 143, 035 $148, 279, 000 $273, 300, 000 $215, 051,518 11.72%

1998 |[%$6, 383, 959 $222, 377 $24, 715, 447 $137,771, 754 1,163, 512 $180, 430, 000 $0 $231, 246,627 11.50%

1999 |[%$6, 369, 619 $164, 922 $28, 134,842 $130, 914, 962 1, 194, 900 $185, 315, 000 $109, 372, 000 $251, 359,353 11.84%

2000 (%5, 700, 004 $69, 512 $21, 842,266 $132, 585,225 1, 226, 651 $180, 786, 000 $160, 000, 000 $264, 472,091 12.45%

2001 (%6, 594, 884 $251, 674 $22, 337,352 $179, 278, 262 1, 252,537 $221, 266, 000 $15, 249, 000 $236, 007,273 9.19%

2002 |$5, 167,410  $212,679 $21, 208,563 $123, 100, 000 1, 258, 269 $230, 867, 000 $62, 200, 000 $240, 850,436 9.17%
Aver age|$6, 250, 948 $160, 567 $23,559, 169 $129, 182,921 1, 181, 378 $191, 157, 167 $103, 353, 500 $230, 294, 805

In order to better conpare the data from year to year, we then
“normal i zed” the raw data, by expressing each year’'s data as a
percentage of the average of the eight years’ data (1995 through
2002). The nornualized data are set forth in Chart 11.
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Chart |

Nor mal i zed Dat a

Nor mal i zed Data

Di stribution

Year _Tr ee Li ne D S.t ribution Pl ant Cust oner s Di vi dends  Equi _ty Ear ni ngs
Trinm ng Transforners Mintenance Addi ti ons to Parent Infusion
1995 107. 79% 51. 50% 98. 23% 73.67% 92. 50% 81. 84%
1996 103. 02% 64. 89% 97. 28% 63. 76% 94. 75% 93. 31%
1997 105. 80% 109. 91% 102. 61% 117. 88% 96. 75% 77.57% 264. 43% 93. 38%
1998 102. 13% 138. 49% 104. 91% 106. 65% 98. 49% 94. 39% 0. 00% 100. 41%
1999 101. 90% 102. 71% 119. 42% 101. 34% 101. 14% 96. 94% 105. 82% 109. 15%
2000 91. 19% 43.29% 92. 71% 102. 63% 103. 83% 94.57% 154. 81% 114. 84%
2001 105. 50% 156. 74% 94. 81% 138. 78% 106. 02% 115. 75% 14. 75% 102. 48%
2002 82.67% 132. 45% 90. 02% 95. 29% 106. 51% 120. 77% 60. 18% 104. 58%
The raw data were also examned on a per custoner basis. The
per-custoner data are set forth in Chart No. 1I1. (The | ast
three categories—dividends paid to the parent Conpany, equity
infusion from the parent Conpany, and total PSCo earnings—were
all divided by 5 so that they would fit into the approximte
range of the other data considered.)
Chart 111. Per Custoner Data
Per Custoner Data
Year Tree Trinm ng Tr anls_:‘ gren"ers Dhbt;trwrtlebnua:r:coen . Stg!labnljttl " POVIPg(reggf I E?EIST )cl)n Ear ni ngs (/5)
Addi ti ons (/5) (/5)
1995 $6. 17 $0. 08 $21. 18 $87. 08 $34. 49
1996 $5.75 $0. 09 $20. 48 $73.59 $38. 40
1997 $5.79 $0. 15 $21. 15 $133. 23 $25.94 $47. 82 $37. 63
1998 $5. 49 $0. 19 $21. 24 $118. 41 $31.01 $0. 00 $39. 75
1999 $5. 33 $0. 14 $23.55 $109. 56 $31. 02 $18. 31 $42. 07
2000 $4. 65 $0. 06 $17.81 $108. 09 $29. 48 $26. 09 $43. 12
2001 $5. 27 $0. 20 $17.83 $143. 13 $35. 33 $2. 43 $37. 68
2002 $4.11 $0. 17 $16. 86 $97. 83 $36. 70 $9. 89 $38. 28
B. Conclusions -- Charts I,Il, & I1I
Staff and the OCC believe that per custoner data are the npst

useful, since we would expect maintenance and investnent |evels
to generally track custoner grow h. The per custoner data
indicate that expenditures on tree trimmng and overall
di stribution maintenance have declined from 1995 to 2002. The
declines have not occurred every year. Li ne transforner
expenses have varied wthout a clear trend. Di stribution
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i nvestnment additions per custonmer are higher in 2002 than in
1995, but distribution plant investnment additions per custoner
declined steadily since 1997 with the exception of 2001 when
t hese investnent additions were at their highest |evel.

PSCo’ s earnings during this period generally increased, although
they have declined since 2000. However, PSCo’s dividend
paynents to Xcel Energy have increased in all but one year since
1995. Equity infusions from Xcel to PSCo have declined steeply
in the |ast two years.

When plotted, it appears that distribution naintenance expenses
decreased slightly, while PSCo earnings increased slightly,
during the period. Over the last tw years it is sonewhat
disturbing to note that net paynents from PSCo to Xcel Energy
(dividends paid less equity infusions received) have increased
dramatically, even while PSCo’'s earnings and naintenance
expenses have decreased.

Figure I1.
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Figure I11.

Annual Per Customer Expenditures
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B. Concl usions — Expenditures

The trends show that Xcel Energy has drawn dividends from PSCo
that were nearly equal to PSCo's profits during recent years

This, coupled with the dramatic decrease in equity infusions
from Xcel, would have left |ess noney available to PSCo to
devote to maintenance of the distribution system Even in years
when PSCo’s dividends paid and equity infusions were nore
bal anced, there was still a trend toward increasing per-custoner
ear ni ngs, and decreasi ng per-custoner expenses.

This information presents a macro view of PSCo' s operations.
The determ nati on of whether the resources PSCo has dedicated to
its Colorado operation is “enough” is difficult because it is
difficult to ascertain the cause and effect of many of PSCo’ s

actions. However, one traditional way of neasuring “enough” is
eval uating custoner conplaints. If that 1is wused as an
indicator, the answer is that customers do not believe

sufficient resources are dedicated to solving frequent outages.
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Overall Concl usions
A. General Recommendati ons

Staff and the OCC recommend that the Commi ssion open an
i nvestigative proceeding to formally address the issues covered
in this inquiry.

W believe that an investigative proceeding provides a public
forum for the Conpany to address each of these issues. It al so
provides a forum for the Conpany to inform the Comm ssion and
the public of its progress towards solving the problens
identified in this inquiry. Additionally, it provides a form

repository for third-party assessnent reports and other
docunents critical to solving these problens as well as provides
a forum where the Conmi ssion can issue orders, if necessary.

Finally, it affords the Conm ssion the maximum flexibility to
address issues in the future- whether it is to close the
proceedi ng because the issues are resolved, whether it 1is
aut horizing a “show cause” proceeding, whether it is for the OCC
to file a formal conplaint with the Comm ssion, or whether it is
to initiate a rulemaking to clarify Comm ssion performance
expect ati ons.

As stated previously, we recommend the Commssion require a
focused performance assessnent by an independent third-party
engi neering and managenent firmto evaluate the current state of
repair of the Conpany’s distribution system and its capability
to serve current and foreseeable l|load. As parts of this
assessnment, the firmshoul d eval uate whet her the Conpany’s:

e Distribution system in its current condition neets
i ndustry standards and whether it is capable of serving
current and foreseeabl e | oad;

e Preventive mintenance practices conport wth best
industry practices and should recommend areas for
i nprovenent if deficiencies are identified;

* Resources are sufficient to identify and fix the causes
of frequent, chronic and recurring outage problens and
recoomend areas for inprovenment if deficiencies are
i dentifi ed;
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e OM5 and related systens are adequately sized and
sufficiently robust to ensure accurate and tinely
prioritization, tracking, and reporting of custoner
out ages;

* Internal nmanagenent controls are sufficient to ensure
that outage information is tinely recorded, accurate,
conplete, and reliable.

In a performance assessnent, know edgeable subject nmatter
experts in the field of the assessnent review existing systens
and operations thereof, planned system changes, and provide
advice on how to solve any deficiencies identified during the
assessnent. A performance assessnment is generally focused
toward a particular system or process.

B. Quality of Service Plan Mdifications

Finally, as part of this investigation proceeding, we believe
that nodifications to the Conpany’s QSP should be considered an
open issue and reconmend that the Comm ssion encourage a review
of existing Plan. The Conpany has already expressed to Staff
and the OCC that they would like to revisit the “storm
excl usi on” process. As part of previous activities related to
the QSP, Staff, OCC, and the Conpany already have committed to
reeval uate the inclusion of secondary outages in the standards.

Staff and OCC recommend exploration of a nunber of QSP issues in
addition to those identified in the preceding paragraph
including, but not Iimted to:

» Evaluating whether the current incentives sufficiently
encourage the right behavior;

* Adding QSP standards for frequent outages in distribution
ar eas;

* Adding SP standards for extended outages in distribution
ar eas;

* Evaluating whether the regional definition of the Denver
nmetro area is too large to identify problenms in subparts of
t he area;

8 This stress test should be given top priority and nodifications
i Mmediately inplemented if deficiencies are identified.
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e Evaluating the nerit of custoner credits for extended
outages simlar to options already available for M nnesota
NSP custoners; and,

 Eval uating whet her st andar di zati on of measur es and
incentives within the Conpany (Colorado vs. M nnesota vs.
Texas) i s appropriate.

If the Comm ssion adopts our recomendation to open a
proceedi ng, we reconmend that this inquiry report be filed in
that proceeding. Additionally, we recommend that the Conpany be
required to present to the Commission its initial response to
this inquiry during February of 2004. W recommend that the
response be oral, with a fornmal witten response submtted prior
to the oral presentation. It may be beneficial to allow a
panel -type presentation W th al | of t he Conpany’ s
representatives available sinultaneously for questions by the
Conmi ssi on.

C. Alternative Procedural Options

As it evaluated the issues in this inquiry, Staff and OCC
considered many options as reconmended “next steps” for the
Conmi ssion’s consideration. These are discussed below along
with rationale as to why each option was not selected as our
recommended best option. However, as always, the Comm ssion nay
have nore insight into how best to solve these conpl ex issues.

Rul emaki ng Proceeding to Clarify Acceptable M ninum Performance
Standards: This was not considered the best solution because the
i ssues here are Conpany-specific, not industry-specific. It may
be that additional guidance in the form of rules would assist
t he Conpany by specifically defi ni ng t he Comm ssion’ s
expectation of adequate service. QO her states, including
Pennsyl vani a, Delaware, and California, have recently initiated
such activities.

Managenent Audit of Al Conpany QOperations and Tracki ng Systens:
This was not considered the best solution because it is a very
expensive proposition and it is not focused. The rmanagenent
issues identified in this inquiry focus on tw specific issues:
the adequacy of the Conpany’s engineering and operations
practices for proactively maintaining its distribution network,
and the adequacy of the Conpany’s outage prioritization

tracking, and reporting requirenents. It is our belief that a
nore focused assessnent will drive a better evaluation of these
speci fic areas.
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Staff Show Cause Proceeding: Wile such an action is possible
under statute, this was not considered to be the best solution
because the Conpany’s resources would be spent defending its
exi sting practices, rather than objectively evaluating whether
change is necessary and then inplenenting the necessary changes.
It would also require legal resources on behalf of Staff in
addi tion to t he subj ect-matter-expert resour ces al r eady

dedi cated to the endeavor. This may be considered at a later
date, if other efforts are not effective at resolving the
pr obl ens.

OCC Conpl aint Proceeding: Wiile such an action is possible under
the statute, it was not considered to be the best solution
because the Conpany’s resources would be spent defending its
exi sting practices, rather than objectively evaluating whether
change is necessary and then inplenenting the necessary changes.
It was also not considered to be the best solution because it
woul d require |legal resources on behalf of the OCC in addition
to the subject-matter-expert resources already dedicated to the
endeavor. This can be considered at a later date, if other
efforts are not effective at resolving the probl ens.

| nt er nal Conpany Audit of the Conpany’s Engineering and
Operational Practices and the Conpany’s OVS and Rel ated Systens
(by Conpany’s Internal Audit Goup): This was not considered the
best option because it is not clear that the Conpany’s interna
audit group has the expertise to identify best engineering and
oper at i onal practices or to eval uate system capacity.
Additionally, the managenent reviews performed to date appear to
be “ad hoc” without formal witten guidelines or criteria.

Requiring Conpany to Establish an Onbudsman Position Wthin the
Conmpany for Custoners Affected by Repeat Qutages: This was not
sel ected because it is directing the Conpany on how to manage
its business. Additionally, it appears that the Conpany’s
exi sting engineering and custoner care organi zations are already
tasked with performng this function. Consequently, it may be a
performance or resource issue, not a structural issue.

Staff Engineering Audit of the Conpany’s Engineering and
Operational Practices and the Conpany’s OVS and O her Related
Systens: This was not considered best option because Staff
resource commtnments would be substantial and resources are not
available at this tinme wthout jeopardizing other critical work
activities. Additionally, Staff does not currently have the
expertise to evaluate whether the Conpany’s OMS system is
sufficiently sized.
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OCC Engineering Audit of the Conmpany’'s Engineering and
Operational Practices and the Conpany’s OVMS and O her Related

Syst ens: This was not selected because the OCC does not have
investigative audit powers by statute and does not have the
resources to perform such a task. Addi tionally, OCC does not

currently have the expertise to evaluate whether the Conpany’s
OVs system is sufficiently sized and does not currently have
engineers on staff to evaluate the Conpany’s engineering
syst ens.

Addi tional Reporting Requirenents: This was not selected because
additional reporting does not solve the problem Wil e status

and progress reports are likely to be required during the
recommended investigation, these reporting requirenents wll be
focused and hopefully w il be tenporary until the problem is
resol ved

Don't Open a Proceeding: This was not selected because we
believe sufficient issues have been raised to suggest that
Comm ssion intervention i s necessary.
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STATE OF COLORADO

PUBLIC UTILITIES COMMISSION Department of Regulatory Agencies

Richard F. O'Donnell

Executive Director
Gregory E. Sopkin, Chairman utive Director

Polly Page, Commissioner
Jim Dyer, Commissioner
Bruce N. Smith, Director

Bill Owens
Governor

August 27, 2003

Mr. Fredric C. Stoffel

Vice President, Policy Development
Xcel Energy Inc.

1225 — 17th Street, Suite 1000
Denver, CO 80202

Dear Mr. Stoffel:

This letter concerns Public Service Company of Colorado’s (PSCo or the Company)
distribution system. In recent weeks, the Staff of the Public Utilities Commission (Staff) and the
Office of Consumer Counsel (OCC) have become increasingly concerned about several issues
related to the performance of PSCo’s distribution system. During the recent summertime period
of peak demand on the system, there were multiple and recurrent localized outages that appear to

be related to undersized neighborhood transformers, underground cable failures, and customer
outage software/systems’ failures.

On July 29, 2003, we all attended a meeting in Centennial where customers related their
unsatisfactory outages experiences with PSCo that occurred prior to the summer peak, including
outages during the two large snowstorms. These outages and the Company’s responses to the
outages resulted in a significant increase in customer complaints at the Commission and at the

OCC. Staff and the OCC are concerned about the condition and performance of PSCo’s
distribution system. -

The recent meeting and the customer complaints have raised a number of issues that the
Staff and the OCC believe should be examined. These include:

e The high rate of failure of neighborhood distribution transformers and whether PSCo is
taking adequate measures to address the problems;

e Whether the Company’s systems and engineering practices are adequate to timely
identify inadequacies in the distribution infrastructure, particularly in older
neighborhoods; '

e How PSCo communicates with its customers during outages and whether customers are
receiving accurate information;

1580 Logan Street, Office Level 2, Denver, Colorado 80203, 303-894-2000

www.dora.state.co.us/puc ' » Consumer Affairs (Outside Denver) 1-800-456-0858
Permit and Insurance (Outside Denver) 1-800-888-0170 Hearing Info 303-894-2025
TTY Users 711 (Relay Colorado) - " Transportation Fax 303-894-2071

Consumer Affairs 303-894-2070 ' A Fax 303-894-2065
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August 27, 2003

e How PSCo dispatches and communicates with its repair crews;

e Whether the resources dedicated to the operation and maintenance of the system appear
to be adequate; and,

e Whether adequate capital dollars are being dedicated by PSCo to maintain its distribution
infrastructure and refurbish this infrastructure.

A. related issue raised by customers, Which is the subject of a Minnesota PUC -
investigation of Xcel Energy Inc., is how PSCo records the outages on its system and whether the
outage information is reported accurately to the Commission.

We recognize that PSCo met with the Staff last year to discuss the transformer issue and
that PSCo recently made a presentation to the Commissioners that discussed the transformer issue
in some détail. Our understanding is that PSCo has a plan to address the transformer issue and
that a number of transformers have been replaced. We greatly appreciate your cooperation and
the information you have provided to date.

. The issues consumers raised at the recent meeting in Centennial and elsewhere in the

state lead us to seek additional information from the Company to determine whether further
regulatory action is warranted. Staff and OCC will be seeking additional information jointly to
address the issues we have identified in this letter. We are seeking PSCo’s continued cooperation
in responding to our information requests.

After we have compiled and analyzed this information, Staff and OCC will report to the
Commission what we have found and make recommendations, if necessary, for further action.

Our expectation is to expedite the fact-finding phase of our joint effort so that we can
report to the Commission no later than December 1, 2003.

Please feel free to contact us if you have any questions or concemns.

Very truly yours,

Bruce N. Smith, Director
Public Utilities Commission

Kenneth V. Reif, Director
Office of Consumer Counsel
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2004 Reliability Action Plan for Colorado

' 2004 Colorado Reliability Management Program

Proactive Underground Cable Replacemeht $7,500,000

- Replacement of 500 kemil underground feeder main cable
URD Accelerated Replacement | $750,000
- Replacement of URD cable after 2 interruptions :
Feeder Performance Improvement Program ‘ $1,575,000
- Improvement of feeders operating at 3 times the average SAIFi or 4 times
the average SAIDI ' ‘
Automated Switch Cabinets $500,000

- Installation of automated devices to assist in prompt service restoration

Remote Fault Indicators $500,000
- Installation of fault indicators to assist in prompt service restoration

Emergency Underground Cable Replacement - $2,500,000
- Emergency replacement of failed 500 kcmil feeder main cable

Proactive Distribution Transformer Replacement | $1,000,000 *
- Replacement of distribution transformers

Reduction in Devices Experiencing Multiple Interruptions $2;000,000 *
- Reduction in devices experiencing 3 or more interruptions in the last year

Vegetation Management $6,600,000
_ - Continue 100% On-Cycle Trimming, “Hot Spot” trimming of isolated
problems -
Total $22,925,000

* Denotes use of $3,000,000 originally térgeted for proactive transformer
replacements '

Other Reliability Actions T

Add four Area Engineers (one in each of the 4 metro operating areas) to focus on
Feeder Performance Improvement Program and reduction in devices
experiencing multiple interruptions

Add Troublemen for faster restoraﬁoh of service



Continue Rapid Transformer Replacement Program during the summer months
which focuses on additional 1% Responders and replacement of distribution
transformers '

The $3,000,000 committed to proactive distribution transformer replacement
program has been re-distributed into $1,000,000 for proactive transformer '
replacement and $2,000,000 for reducing distribution devices experiencing 3 or
more interruptions in a year. The planned number of transformers proactively
being replaced prior to July 2004 is approximately 600. The planned
expenditures for proactive transformer replacement is being reduced from $3
Million to $1 Million because the model used for identifying replacement units
continues to be developed. The continued development includes placing .
temperature labels on certain transformers to develop better correlation between
“hot spot” temperatures in the transformers and transformer performance.

$2,000,000 will be re-directed to reducing the number of frequent interruptions-

e

~ caused by the same distribution devices. Distribution devices are classified as
substation circuit breakers, distribution line reclosers, distribution line

" sectionalizers, distribution transformers and tap fuses. The devices experiencing:

three or more interruptions in the last year will be identified and given to Area

Engineers to determine the reason for multiple interruptions and mitigate the

problem. The target is to reduce the number of devices experiencing three or

- more interruptions by 30% in 2004.
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Pﬁblic Service Company of Colorado ) - Seventh Set of Data Requests |
' ~ B C - of the Commission Staff
Dated September 18, 2003

" Distribution System Ré}iability

- DATA REQUEST NO. Rehablhg7- ‘
* Please describe stress/volume testing of the- performance of the “Power On” OMS .
system. Please include dates of the tests described.. Please confirm that ‘the latest tests

-~ were performed in February 2003.  Please provide any written report or result of the
stress/volume tests:. : o : _ :

RESPONSE:
Stress testing of PowerOn 2.5.2 was conducted in January 2003. Please see Attachment
Reliability7-7.A1 for the procedure that was used. The results of the testing were

acceptable to the testing team and the user community and PowerOn 2.5.2 was
1mplementcd The results of the tests were not retamed o

- Sponsor: ’LarryCarlson N o . " Date: 10/3/03



| Attachment Reliability7-7.A1

PowerOn 2.5.2 Volume Test Procedure

1) Model a big storm to the best of our abrlmes
a) Send 200 calls
b). Send 400 calls ten minutes later
¢) Send 600 calls ten minutes later
~ d) Send 800 calls ten minutes later

2) Use. the "shotgun" trouble-call playback scripts to produce a large number of
projects
a) The shotgun approach w1ll send calls froma large area.

o 3) Perform several feeder lockouts both WIthm the storm area and outside of the
storm area.

4) Restart/replay the trouble call playback scripts as the number of projects
starts to drop significantly to keep the "volume" up high.

5) Perform several confirmed outages at reclosers and fuses outS|de of the
storm area. :

' 6) Perform several manually predicted outages outsl_de of the storm area.
7) Set up 3 dlspatcher workstatlons in test POD

. -8) Have the trouble analyzer and MUP Reader-each runmng ona dedicated
workstation.

9) Run the volume test for several hours





